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FIG. 3: Fermi surface and dispersion maps of SmB6. (a) Fermi surface plot of SmB6

measured by 7 eV LASER source at temperature of 7 K. A small � pocket and a large X pocket

are observed. A big elliptical and a small circular shaped black dash lines around X and � points

are guide for the eyes. Inset shows a schematic plot of Fermi surface in the first Brillouin zone. (b)

Electronic dispersion map (left) and its energy distribution curves (EDCs) for � pocket. (c) same

as (b) for X band. (d) Comparison of integrated EDC for � and X band. A gap value of about 15

meV is observed in both cases.
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FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ

2
B
2

(g2
a

cos ✓, 0, g2
c

sin ✓)H alongH =
H(cos ✓, 0, sin ✓) [where ⇢ is the electronic density-of-

states], setting M · Ĥ = ⇢
µBg

⇤
eff

2

H defines an e↵ective
g-factor

g⇤
e↵

=
q

g2
c

sin2 ✓ + g2
a

cos2 ✓ (3)

that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c

�a
=

�
gc

ga

�
2

.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a

�b
=

�
gc

ga

�
2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-

URu2Si2

Hidden Order

Piers Coleman: Rutgers Center for Materials Theory, USA
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Electrons on the brink of localization
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FIGURE 1. Depicting localized 4 f , 5 f and 3d atomic wavefunctions.

represented by a single, neutral spin operator

�S=
h̄

2
�σ

where �σ denotes the Pauli matrices of the localized electron. Localized moments de-

velop within highly localized atomic wavefunctions. The most severely localized wave-

functions in nature occur inside the partially filled 4 f shell of rare earth compounds

(Fig. 1) such as cerium (Ce) or Ytterbium (Yb). Local moment formation also occurs

in the localized 5 f levels of actinide atoms as uranium and the slightly more delocal-

ized 3d levels of first row transition metals(Fig. 1). Localized moments are the origin

of magnetism in insulators, and in metals their interaction with the mobile charge car-

riers profoundly changes the nature of the metallic state via a mechanism known as the
“Kondo effect”.

In the past decade, the physics of local moment formation has also reappeared in

connection with quantum dots, where it gives rise to the Coulomb blockade phenomenon

and the non-equilibrium Kondo effect.
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FIG. 1. The electrical resistivity p as a function of tem-
perature (a) and inverse temperature (b). (b) Q = 1 bar,
Q = 24 kbar, = 25 kbar, = 33 kbar, A = 45 kbar, and
A = 53 kbar. The solid lines in (b) are fits by the function
[p(T)] ' = [po(P)] ' + (p„,(P) exp[A(P)/k&T]) ', described
in the text.
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FIG. 2. The pressure dependences of the activation gap 5 (a)
and residual carrier density no = I/R (T =H0) (b). Dashed line
indicates approximate pressure for disappearance of A. Solid
lines are guides for the eye.

linearly -0.5 K/kbar from its ambient pressure value of
41 K. Above 45 kbar, the resistivity is metallic and it is
no longer possible to extract an activation gap.
Our measurements indicate a gap instability at a critical

pressure P,. between 45 and 53 kbar, in disagreement with
the conclusions of previous workers [5,6], who found
that 5 vanished continuously near 60 kbar. In one of
these studies [5] the sample was of demonstrably lower
quality than our own, with a significantly smaller ambient
pressure 6 = 33 K and a much smaller po —10 mA cm,
both symptomatic of Sm vacancies or defects introduced
in powdering [8]. Our measurements suggest that the gap
instability is a feature only of the highest quality samples,
as P,. increases markedly with reduced sample quality,
passing out of our experimental pressure window of
180 kbar for po ~ 0.1 A cm. We further believe that the
simple activation fits used to determine 6 in both earlier
experiments were overly weighted by the temperature
independent resistivity below -3.5 K, particularly near
P, . Figure 1(b) demonstrates that near P, the range
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FIG. 3. The absolute value of the Hall constant RH of SmB6
as a function of inverse temperature.

of temperatures over which simple activation fits are
linear becomes increasingly limited and problematic to
define with increased pressure. In contrast, our parallel
resistor formulation provides uniformly good fits over this
pressure range, and consequently yield a more accurate
determination of A.
Since there is no evidence in SmB6 for a discontinuous

structural change at or below 60 kbar [9], the sudden dis-
appearance of 5 suggests that it is not a simple hybridiza-
tion gap, for in that case the insulator-metal transition
occurs by band crossing and the gap is suppressed con-
tinuously to zero. A valence instability can be similarly
discounted, as high pressure x-ray absorption measure-
ments [10] find that the Sm valence increases smoothly
from +2.6 to +2.75 between 1 bar and 60 kbar.
We have used Hall effect measurements to study the

evolution of the camers in the vicinity of P, The Hall
constant RH is plotted as a function of 1/T in Fig. 3 for
pressures ranging from 1 bar to 66 kbar. We find that
RH is negative for temperatures T between 1.2 and 40 K
and at all pressures, as well as independent of magnetic
fields as large as 18 T. As has been previously noted at
1 bar [11], RH is both large and extremely temperature
dependent with a maximum at 4 K, at each pressure
becoming temperature independent below -3 K. It has
been proposed [12] that this temperature dependence
for RH is characteristic of Kondo lattices, rejecting
a crossover from high temperature incoherent to low
temperature coherent skew scattering. However, similar
maxima in RH(T) occur in doped semiconductors as in-
gap impurity states dominate intrinsic activated processes
with reduced temperature [13].
We do not address the full temperature dependence

of RH here, instead limiting our discussion to the
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FIG. 3: Fermi surface and dispersion maps of SmB6. (a) Fermi surface plot of SmB6

measured by 7 eV LASER source at temperature of 7 K. A small � pocket and a large X pocket

are observed. A big elliptical and a small circular shaped black dash lines around X and � points

are guide for the eyes. Inset shows a schematic plot of Fermi surface in the first Brillouin zone. (b)

Electronic dispersion map (left) and its energy distribution curves (EDCs) for � pocket. (c) same

as (b) for X band. (d) Comparison of integrated EDC for � and X band. A gap value of about 15

meV is observed in both cases.
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FIG. 2. The pressure dependences of the activation gap 5 (a)
and residual carrier density no = I/R (T =H0) (b). Dashed line
indicates approximate pressure for disappearance of A. Solid
lines are guides for the eye.

linearly -0.5 K/kbar from its ambient pressure value of
41 K. Above 45 kbar, the resistivity is metallic and it is
no longer possible to extract an activation gap.
Our measurements indicate a gap instability at a critical

pressure P,. between 45 and 53 kbar, in disagreement with
the conclusions of previous workers [5,6], who found
that 5 vanished continuously near 60 kbar. In one of
these studies [5] the sample was of demonstrably lower
quality than our own, with a significantly smaller ambient
pressure 6 = 33 K and a much smaller po —10 mA cm,
both symptomatic of Sm vacancies or defects introduced
in powdering [8]. Our measurements suggest that the gap
instability is a feature only of the highest quality samples,
as P,. increases markedly with reduced sample quality,
passing out of our experimental pressure window of
180 kbar for po ~ 0.1 A cm. We further believe that the
simple activation fits used to determine 6 in both earlier
experiments were overly weighted by the temperature
independent resistivity below -3.5 K, particularly near
P, . Figure 1(b) demonstrates that near P, the range
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of temperatures over which simple activation fits are
linear becomes increasingly limited and problematic to
define with increased pressure. In contrast, our parallel
resistor formulation provides uniformly good fits over this
pressure range, and consequently yield a more accurate
determination of A.
Since there is no evidence in SmB6 for a discontinuous

structural change at or below 60 kbar [9], the sudden dis-
appearance of 5 suggests that it is not a simple hybridiza-
tion gap, for in that case the insulator-metal transition
occurs by band crossing and the gap is suppressed con-
tinuously to zero. A valence instability can be similarly
discounted, as high pressure x-ray absorption measure-
ments [10] find that the Sm valence increases smoothly
from +2.6 to +2.75 between 1 bar and 60 kbar.
We have used Hall effect measurements to study the

evolution of the camers in the vicinity of P, The Hall
constant RH is plotted as a function of 1/T in Fig. 3 for
pressures ranging from 1 bar to 66 kbar. We find that
RH is negative for temperatures T between 1.2 and 40 K
and at all pressures, as well as independent of magnetic
fields as large as 18 T. As has been previously noted at
1 bar [11], RH is both large and extremely temperature
dependent with a maximum at 4 K, at each pressure
becoming temperature independent below -3 K. It has
been proposed [12] that this temperature dependence
for RH is characteristic of Kondo lattices, rejecting
a crossover from high temperature incoherent to low
temperature coherent skew scattering. However, similar
maxima in RH(T) occur in doped semiconductors as in-
gap impurity states dominate intrinsic activated processes
with reduced temperature [13].
We do not address the full temperature dependence

of RH here, instead limiting our discussion to the

1630

Kondo Insulators

Sm2.7+

B

SmB6

 Altarawneh et al., (2012)

2

FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ

2
B
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(g2
a

cos ✓, 0, g2
c

sin ✓)H alongH =
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that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c
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To obtain a lower bound for the anistropy, we plot g
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(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a
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=

�
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2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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FIG. 3: Fermi surface and dispersion maps of SmB6. (a) Fermi surface plot of SmB6

measured by 7 eV LASER source at temperature of 7 K. A small � pocket and a large X pocket

are observed. A big elliptical and a small circular shaped black dash lines around X and � points

are guide for the eyes. Inset shows a schematic plot of Fermi surface in the first Brillouin zone. (b)

Electronic dispersion map (left) and its energy distribution curves (EDCs) for � pocket. (c) same

as (b) for X band. (d) Comparison of integrated EDC for � and X band. A gap value of about 15

meV is observed in both cases.
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linearly -0.5 K/kbar from its ambient pressure value of
41 K. Above 45 kbar, the resistivity is metallic and it is
no longer possible to extract an activation gap.
Our measurements indicate a gap instability at a critical

pressure P,. between 45 and 53 kbar, in disagreement with
the conclusions of previous workers [5,6], who found
that 5 vanished continuously near 60 kbar. In one of
these studies [5] the sample was of demonstrably lower
quality than our own, with a significantly smaller ambient
pressure 6 = 33 K and a much smaller po —10 mA cm,
both symptomatic of Sm vacancies or defects introduced
in powdering [8]. Our measurements suggest that the gap
instability is a feature only of the highest quality samples,
as P,. increases markedly with reduced sample quality,
passing out of our experimental pressure window of
180 kbar for po ~ 0.1 A cm. We further believe that the
simple activation fits used to determine 6 in both earlier
experiments were overly weighted by the temperature
independent resistivity below -3.5 K, particularly near
P, . Figure 1(b) demonstrates that near P, the range
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of temperatures over which simple activation fits are
linear becomes increasingly limited and problematic to
define with increased pressure. In contrast, our parallel
resistor formulation provides uniformly good fits over this
pressure range, and consequently yield a more accurate
determination of A.
Since there is no evidence in SmB6 for a discontinuous

structural change at or below 60 kbar [9], the sudden dis-
appearance of 5 suggests that it is not a simple hybridiza-
tion gap, for in that case the insulator-metal transition
occurs by band crossing and the gap is suppressed con-
tinuously to zero. A valence instability can be similarly
discounted, as high pressure x-ray absorption measure-
ments [10] find that the Sm valence increases smoothly
from +2.6 to +2.75 between 1 bar and 60 kbar.
We have used Hall effect measurements to study the

evolution of the camers in the vicinity of P, The Hall
constant RH is plotted as a function of 1/T in Fig. 3 for
pressures ranging from 1 bar to 66 kbar. We find that
RH is negative for temperatures T between 1.2 and 40 K
and at all pressures, as well as independent of magnetic
fields as large as 18 T. As has been previously noted at
1 bar [11], RH is both large and extremely temperature
dependent with a maximum at 4 K, at each pressure
becoming temperature independent below -3 K. It has
been proposed [12] that this temperature dependence
for RH is characteristic of Kondo lattices, rejecting
a crossover from high temperature incoherent to low
temperature coherent skew scattering. However, similar
maxima in RH(T) occur in doped semiconductors as in-
gap impurity states dominate intrinsic activated processes
with reduced temperature [13].
We do not address the full temperature dependence

of RH here, instead limiting our discussion to the

1630

Kondo Insulators

Sm2.7+

B

SmB6

 Altarawneh et al., (2012)

2

FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin
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FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].
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line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c

�a
=

�
gc

ga

�
2

.

To obtain a lower bound for the anistropy, we plot g
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(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent
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made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a
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& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu
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. The finding of a large
anisotropic impurity susceptibility ( �c
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FIG. 3: Fermi surface and dispersion maps of SmB6. (a) Fermi surface plot of SmB6

measured by 7 eV LASER source at temperature of 7 K. A small � pocket and a large X pocket

are observed. A big elliptical and a small circular shaped black dash lines around X and � points

are guide for the eyes. Inset shows a schematic plot of Fermi surface in the first Brillouin zone. (b)

Electronic dispersion map (left) and its energy distribution curves (EDCs) for � pocket. (c) same

as (b) for X band. (d) Comparison of integrated EDC for � and X band. A gap value of about 15

meV is observed in both cases.
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linearly -0.5 K/kbar from its ambient pressure value of
41 K. Above 45 kbar, the resistivity is metallic and it is
no longer possible to extract an activation gap.
Our measurements indicate a gap instability at a critical

pressure P,. between 45 and 53 kbar, in disagreement with
the conclusions of previous workers [5,6], who found
that 5 vanished continuously near 60 kbar. In one of
these studies [5] the sample was of demonstrably lower
quality than our own, with a significantly smaller ambient
pressure 6 = 33 K and a much smaller po —10 mA cm,
both symptomatic of Sm vacancies or defects introduced
in powdering [8]. Our measurements suggest that the gap
instability is a feature only of the highest quality samples,
as P,. increases markedly with reduced sample quality,
passing out of our experimental pressure window of
180 kbar for po ~ 0.1 A cm. We further believe that the
simple activation fits used to determine 6 in both earlier
experiments were overly weighted by the temperature
independent resistivity below -3.5 K, particularly near
P, . Figure 1(b) demonstrates that near P, the range
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of temperatures over which simple activation fits are
linear becomes increasingly limited and problematic to
define with increased pressure. In contrast, our parallel
resistor formulation provides uniformly good fits over this
pressure range, and consequently yield a more accurate
determination of A.
Since there is no evidence in SmB6 for a discontinuous

structural change at or below 60 kbar [9], the sudden dis-
appearance of 5 suggests that it is not a simple hybridiza-
tion gap, for in that case the insulator-metal transition
occurs by band crossing and the gap is suppressed con-
tinuously to zero. A valence instability can be similarly
discounted, as high pressure x-ray absorption measure-
ments [10] find that the Sm valence increases smoothly
from +2.6 to +2.75 between 1 bar and 60 kbar.
We have used Hall effect measurements to study the

evolution of the camers in the vicinity of P, The Hall
constant RH is plotted as a function of 1/T in Fig. 3 for
pressures ranging from 1 bar to 66 kbar. We find that
RH is negative for temperatures T between 1.2 and 40 K
and at all pressures, as well as independent of magnetic
fields as large as 18 T. As has been previously noted at
1 bar [11], RH is both large and extremely temperature
dependent with a maximum at 4 K, at each pressure
becoming temperature independent below -3 K. It has
been proposed [12] that this temperature dependence
for RH is characteristic of Kondo lattices, rejecting
a crossover from high temperature incoherent to low
temperature coherent skew scattering. However, similar
maxima in RH(T) occur in doped semiconductors as in-
gap impurity states dominate intrinsic activated processes
with reduced temperature [13].
We do not address the full temperature dependence

of RH here, instead limiting our discussion to the
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FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
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in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu
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to di↵er along the two distinct crys-
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estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].
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To obtain a lower bound for the anistropy, we plot g
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Fig. 2) together with the prediction (lines) for di↵erent
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made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a
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& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g
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at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu
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FIG. 1. The electrical resistivity p as a function of tem-
perature (a) and inverse temperature (b). (b) Q = 1 bar,
Q = 24 kbar, = 25 kbar, = 33 kbar, A = 45 kbar, and
A = 53 kbar. The solid lines in (b) are fits by the function
[p(T)] ' = [po(P)] ' + (p„,(P) exp[A(P)/k&T]) ', described
in the text.
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FIG. 2. The pressure dependences of the activation gap 5 (a)
and residual carrier density no = I/R (T =H0) (b). Dashed line
indicates approximate pressure for disappearance of A. Solid
lines are guides for the eye.

linearly -0.5 K/kbar from its ambient pressure value of
41 K. Above 45 kbar, the resistivity is metallic and it is
no longer possible to extract an activation gap.
Our measurements indicate a gap instability at a critical

pressure P,. between 45 and 53 kbar, in disagreement with
the conclusions of previous workers [5,6], who found
that 5 vanished continuously near 60 kbar. In one of
these studies [5] the sample was of demonstrably lower
quality than our own, with a significantly smaller ambient
pressure 6 = 33 K and a much smaller po —10 mA cm,
both symptomatic of Sm vacancies or defects introduced
in powdering [8]. Our measurements suggest that the gap
instability is a feature only of the highest quality samples,
as P,. increases markedly with reduced sample quality,
passing out of our experimental pressure window of
180 kbar for po ~ 0.1 A cm. We further believe that the
simple activation fits used to determine 6 in both earlier
experiments were overly weighted by the temperature
independent resistivity below -3.5 K, particularly near
P, . Figure 1(b) demonstrates that near P, the range
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FIG. 3. The absolute value of the Hall constant RH of SmB6
as a function of inverse temperature.

of temperatures over which simple activation fits are
linear becomes increasingly limited and problematic to
define with increased pressure. In contrast, our parallel
resistor formulation provides uniformly good fits over this
pressure range, and consequently yield a more accurate
determination of A.
Since there is no evidence in SmB6 for a discontinuous

structural change at or below 60 kbar [9], the sudden dis-
appearance of 5 suggests that it is not a simple hybridiza-
tion gap, for in that case the insulator-metal transition
occurs by band crossing and the gap is suppressed con-
tinuously to zero. A valence instability can be similarly
discounted, as high pressure x-ray absorption measure-
ments [10] find that the Sm valence increases smoothly
from +2.6 to +2.75 between 1 bar and 60 kbar.
We have used Hall effect measurements to study the

evolution of the camers in the vicinity of P, The Hall
constant RH is plotted as a function of 1/T in Fig. 3 for
pressures ranging from 1 bar to 66 kbar. We find that
RH is negative for temperatures T between 1.2 and 40 K
and at all pressures, as well as independent of magnetic
fields as large as 18 T. As has been previously noted at
1 bar [11], RH is both large and extremely temperature
dependent with a maximum at 4 K, at each pressure
becoming temperature independent below -3 K. It has
been proposed [12] that this temperature dependence
for RH is characteristic of Kondo lattices, rejecting
a crossover from high temperature incoherent to low
temperature coherent skew scattering. However, similar
maxima in RH(T) occur in doped semiconductors as in-
gap impurity states dominate intrinsic activated processes
with reduced temperature [13].
We do not address the full temperature dependence

of RH here, instead limiting our discussion to the
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FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ

2
B
2

(g2
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sin ✓)H alongH =
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H defines an e↵ective
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that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c

�a
=

�
gc

ga
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2

.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a

�b
=

�
gc

ga

�
2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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FIG. 1. The electrical resistivity p as a function of tem-
perature (a) and inverse temperature (b). (b) Q = 1 bar,
Q = 24 kbar, = 25 kbar, = 33 kbar, A = 45 kbar, and
A = 53 kbar. The solid lines in (b) are fits by the function
[p(T)] ' = [po(P)] ' + (p„,(P) exp[A(P)/k&T]) ', described
in the text.
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FIG. 2. The pressure dependences of the activation gap 5 (a)
and residual carrier density no = I/R (T =H0) (b). Dashed line
indicates approximate pressure for disappearance of A. Solid
lines are guides for the eye.

linearly -0.5 K/kbar from its ambient pressure value of
41 K. Above 45 kbar, the resistivity is metallic and it is
no longer possible to extract an activation gap.
Our measurements indicate a gap instability at a critical

pressure P,. between 45 and 53 kbar, in disagreement with
the conclusions of previous workers [5,6], who found
that 5 vanished continuously near 60 kbar. In one of
these studies [5] the sample was of demonstrably lower
quality than our own, with a significantly smaller ambient
pressure 6 = 33 K and a much smaller po —10 mA cm,
both symptomatic of Sm vacancies or defects introduced
in powdering [8]. Our measurements suggest that the gap
instability is a feature only of the highest quality samples,
as P,. increases markedly with reduced sample quality,
passing out of our experimental pressure window of
180 kbar for po ~ 0.1 A cm. We further believe that the
simple activation fits used to determine 6 in both earlier
experiments were overly weighted by the temperature
independent resistivity below -3.5 K, particularly near
P, . Figure 1(b) demonstrates that near P, the range
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FIG. 3. The absolute value of the Hall constant RH of SmB6
as a function of inverse temperature.

of temperatures over which simple activation fits are
linear becomes increasingly limited and problematic to
define with increased pressure. In contrast, our parallel
resistor formulation provides uniformly good fits over this
pressure range, and consequently yield a more accurate
determination of A.
Since there is no evidence in SmB6 for a discontinuous

structural change at or below 60 kbar [9], the sudden dis-
appearance of 5 suggests that it is not a simple hybridiza-
tion gap, for in that case the insulator-metal transition
occurs by band crossing and the gap is suppressed con-
tinuously to zero. A valence instability can be similarly
discounted, as high pressure x-ray absorption measure-
ments [10] find that the Sm valence increases smoothly
from +2.6 to +2.75 between 1 bar and 60 kbar.
We have used Hall effect measurements to study the

evolution of the camers in the vicinity of P, The Hall
constant RH is plotted as a function of 1/T in Fig. 3 for
pressures ranging from 1 bar to 66 kbar. We find that
RH is negative for temperatures T between 1.2 and 40 K
and at all pressures, as well as independent of magnetic
fields as large as 18 T. As has been previously noted at
1 bar [11], RH is both large and extremely temperature
dependent with a maximum at 4 K, at each pressure
becoming temperature independent below -3 K. It has
been proposed [12] that this temperature dependence
for RH is characteristic of Kondo lattices, rejecting
a crossover from high temperature incoherent to low
temperature coherent skew scattering. However, similar
maxima in RH(T) occur in doped semiconductors as in-
gap impurity states dominate intrinsic activated processes
with reduced temperature [13].
We do not address the full temperature dependence

of RH here, instead limiting our discussion to the
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FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ
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H defines an e↵ective
g-factor
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that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c
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.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a
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=
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gc

ga
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2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
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FIG. 1. The electrical resistivity p as a function of tem-
perature (a) and inverse temperature (b). (b) Q = 1 bar,
Q = 24 kbar, = 25 kbar, = 33 kbar, A = 45 kbar, and
A = 53 kbar. The solid lines in (b) are fits by the function
[p(T)] ' = [po(P)] ' + (p„,(P) exp[A(P)/k&T]) ', described
in the text.
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FIG. 2. The pressure dependences of the activation gap 5 (a)
and residual carrier density no = I/R (T =H0) (b). Dashed line
indicates approximate pressure for disappearance of A. Solid
lines are guides for the eye.

linearly -0.5 K/kbar from its ambient pressure value of
41 K. Above 45 kbar, the resistivity is metallic and it is
no longer possible to extract an activation gap.
Our measurements indicate a gap instability at a critical

pressure P,. between 45 and 53 kbar, in disagreement with
the conclusions of previous workers [5,6], who found
that 5 vanished continuously near 60 kbar. In one of
these studies [5] the sample was of demonstrably lower
quality than our own, with a significantly smaller ambient
pressure 6 = 33 K and a much smaller po —10 mA cm,
both symptomatic of Sm vacancies or defects introduced
in powdering [8]. Our measurements suggest that the gap
instability is a feature only of the highest quality samples,
as P,. increases markedly with reduced sample quality,
passing out of our experimental pressure window of
180 kbar for po ~ 0.1 A cm. We further believe that the
simple activation fits used to determine 6 in both earlier
experiments were overly weighted by the temperature
independent resistivity below -3.5 K, particularly near
P, . Figure 1(b) demonstrates that near P, the range
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FIG. 3. The absolute value of the Hall constant RH of SmB6
as a function of inverse temperature.

of temperatures over which simple activation fits are
linear becomes increasingly limited and problematic to
define with increased pressure. In contrast, our parallel
resistor formulation provides uniformly good fits over this
pressure range, and consequently yield a more accurate
determination of A.
Since there is no evidence in SmB6 for a discontinuous

structural change at or below 60 kbar [9], the sudden dis-
appearance of 5 suggests that it is not a simple hybridiza-
tion gap, for in that case the insulator-metal transition
occurs by band crossing and the gap is suppressed con-
tinuously to zero. A valence instability can be similarly
discounted, as high pressure x-ray absorption measure-
ments [10] find that the Sm valence increases smoothly
from +2.6 to +2.75 between 1 bar and 60 kbar.
We have used Hall effect measurements to study the

evolution of the camers in the vicinity of P, The Hall
constant RH is plotted as a function of 1/T in Fig. 3 for
pressures ranging from 1 bar to 66 kbar. We find that
RH is negative for temperatures T between 1.2 and 40 K
and at all pressures, as well as independent of magnetic
fields as large as 18 T. As has been previously noted at
1 bar [11], RH is both large and extremely temperature
dependent with a maximum at 4 K, at each pressure
becoming temperature independent below -3 K. It has
been proposed [12] that this temperature dependence
for RH is characteristic of Kondo lattices, rejecting
a crossover from high temperature incoherent to low
temperature coherent skew scattering. However, similar
maxima in RH(T) occur in doped semiconductors as in-
gap impurity states dominate intrinsic activated processes
with reduced temperature [13].
We do not address the full temperature dependence

of RH here, instead limiting our discussion to the
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FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
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that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c
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=
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ga
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.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a
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=
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gc
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2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c
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⇠ 140) in the di-
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15.3 Anderson’s Model of Local Moment Formation

Anderson’s model for moment formation, proposed in 1963, combines two essential ideas[? ]:

• the localizing influence of Coulomb interactions. Peierls and Mott [? ? ] had reasoned
in the 1940s that strong-enough Coulomb repulsion between electrons in an atomic state
would blockade the passage of electrons, converting a metal into what is now called a “Mott
insulator”. These ideas were independently explored by Van Vleck and Hurvitz in an early
attempt to understand magnetic ions in metals[? ].

• the formation of an electronic resonance. In the 1950’s Friedel and Blandin [? ? ? ] proposed
that electrons in the core states of magnetic atoms tunnel out into the conduction sea, forming
a resonance.

Anderson unified these ideas in a second-quantized Hamiltonian

H =

Hresonance︷!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︸︸!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︷∑

k,σ
ϵknkσ +

∑

k,σ

[
V(k)c†kσ fσ + V∗(k) f †σckσ

]
+ E f n f + Unf↑n f↓︸!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!︸

Hatomic
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Anderson model.

where Hatomic describes the atomic limit of an isolated magnetic ion containing a Kramer’s doublet
of energy E f . The engine of magnetism in the Anderson model is the Coulomb interaction

U =
e2

4πϵ0

∫

r,r′

1
|r − r′|

ρ f (r)ρ f (r′)

of a doubly occupied f-state, where ρ f (r) = |Ψ f (r)|2 is the electron density in a single atomic
orbital ψ f (r). The operator c†kσ creates a conduction electron of momentum k, spin σ and energy
ϵk = Ek − µ, while

f †σ =
∫

r
Ψ f (r)ψ̂†σ(r), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ϵk ∈ [−D,D]. Hresonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(k) = ⟨k|Vion| f ⟩ =
∫

d3re−ik·rVion(r)Ψ f (⃗r). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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types of behaviour in the Anderson model:

• Localized moment behavior, described by the limiting case where the hybridization vanishes.
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15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by

Hatomic = E f n f + Unf↑n f↓. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

| f 2⟩
| f 0⟩

E( f 2) = 2E f + U
E( f 0) = 0

}
non-magnetic

| f 1 ↑⟩, | f 1 ↓⟩ E( f 1) = E f . magnetic.
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16.3.2 Virtual bound-state formation: the non-interacting resonance.

When the magnetic ion is immersed in a sea of electrons, the f-electrons within the core of the atom
can tunnel out, hybridizing with the Bloch states of surrounding electron sea [9] as shown in Fig.
16.4.

In the absence of interactions, this physics is described by

Hresonance =
∑

k,σ
ϵknkσ +

∑

kσ

[
V(k)c†kσ fσ + H.c.

]
+ E f n f , (16.9)

where c†kσ creates an electron of momentum k, spin σ and energy ϵk = Ek − µ in the conduction
band. The hybridization broadens the localized f-state, and in the absence of interactions, gives rise
to a resonance of width ∆ given by Fermi’s Golden Rule.

∆ = π
∑

k⃗

|V(k)|2δ(ϵk − E f ) (16.10)

This is really an average of the density of states ρ(ϵ) =
∑
k δ(ω − ϵk) with the hybridization |V(k)|2.

For future reference, we shall define

∆(ϵ) = π
∑

k⃗

|V(k)|2δ(ϵk − ϵ) = πρ(ϵ)V2(ϵ) (16.11)

as the “hybridization” function.

Example 16.1: Derivation of the non-interacting Anderson model

Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation
[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (16.12)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 16.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (16.13)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.

Derive the Anderson model using degenerate perturbation theory, evaluating the matrix ele-
ments ofH between the conduction states |k⟩ and the local f-state | f ⟩. You may assume that the
muffin tin R0 is much smaller than the Fermi wavelength, so that the conduction electron matrix
elements Vk,k′ = ⟨k|V |k′⟩ are negligible.

Solution:

4named after the cylindrical tins that were once used to package muffins

10
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16.3.2 Virtual bound-state formation: the non-interacting resonance.
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can tunnel out, hybridizing with the Bloch states of surrounding electron sea [9] as shown in Fig.
16.4.

In the absence of interactions, this physics is described by
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of energy E f . The engine of magnetism in the Anderson model is the Coulomb interaction

U =
e2

4πϵ0

∫

r,r′

1
|r − r′|

ρ f (r)ρ f (r′)

of a doubly occupied f-state, where ρ f (r) = |Ψ f (r)|2 is the electron density in a single atomic
orbital ψ f (r). The operator c†kσ creates a conduction electron of momentum k, spin σ and energy
ϵk = Ek − µ, while

f †σ =
∫

r
Ψ f (r)ψ̂†σ(r), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ϵk ∈ [−D,D]. Hresonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(k) = ⟨k|Vion| f ⟩ =
∫

d3re−ik·rVion(r)Ψ f (⃗r). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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A competition between localization and hybridization.

To understand the formation and properties of local moments, we need to examine the two limiting
types of behaviour in the Anderson model:

• Localized moment behavior, described by the limiting case where the hybridization vanishes.

• Virtual bound-state formation, described by the limiting case where the interaction is negligi-
ble.

Figure 15.3: Phase diagram for Anderson impurity model in the atomic Limit. For U > |E f + U/2,
the ground-state is a magnetic doublet. When U < 0, the ground-state is degenerate charge doublet
provided E f + U/2 = 0.

15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by

Hatomic = E f n f + Unf↑n f↓. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

| f 2⟩
| f 0⟩

E( f 2) = 2E f + U
E( f 0) = 0

}
non-magnetic

| f 1 ↑⟩, | f 1 ↓⟩ E( f 1) = E f . magnetic.

(15.6)
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16.3.2 Virtual bound-state formation: the non-interacting resonance.

When the magnetic ion is immersed in a sea of electrons, the f-electrons within the core of the atom
can tunnel out, hybridizing with the Bloch states of surrounding electron sea [9] as shown in Fig.
16.4.

In the absence of interactions, this physics is described by

Hresonance =
∑

k,σ
ϵknkσ +

∑

kσ

[
V(k)c†kσ fσ + H.c.

]
+ E f n f , (16.9)

where c†kσ creates an electron of momentum k, spin σ and energy ϵk = Ek − µ in the conduction
band. The hybridization broadens the localized f-state, and in the absence of interactions, gives rise
to a resonance of width ∆ given by Fermi’s Golden Rule.

∆ = π
∑

k⃗

|V(k)|2δ(ϵk − E f ) (16.10)

This is really an average of the density of states ρ(ϵ) =
∑
k δ(ω − ϵk) with the hybridization |V(k)|2.

For future reference, we shall define

∆(ϵ) = π
∑

k⃗

|V(k)|2δ(ϵk − ϵ) = πρ(ϵ)V2(ϵ) (16.11)

as the “hybridization” function.

Example 16.1: Derivation of the non-interacting Anderson model

Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation
[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (16.12)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 16.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (16.13)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.

Derive the Anderson model using degenerate perturbation theory, evaluating the matrix ele-
ments ofH between the conduction states |k⟩ and the local f-state | f ⟩. You may assume that the
muffin tin R0 is much smaller than the Fermi wavelength, so that the conduction electron matrix
elements Vk,k′ = ⟨k|V |k′⟩ are negligible.

Solution:

4named after the cylindrical tins that were once used to package muffins

10

Free ion

bk.pdf — December 7, 2010 — 247

c⃝2010 Piers Coleman Chapter 15.

15.3 Anderson’s Model of Local Moment Formation

Anderson’s model for moment formation, proposed in 1963, combines two essential ideas[? ]:

• the localizing influence of Coulomb interactions. Peierls and Mott [? ? ] had reasoned
in the 1940s that strong-enough Coulomb repulsion between electrons in an atomic state
would blockade the passage of electrons, converting a metal into what is now called a “Mott
insulator”. These ideas were independently explored by Van Vleck and Hurvitz in an early
attempt to understand magnetic ions in metals[? ].

• the formation of an electronic resonance. In the 1950’s Friedel and Blandin [? ? ? ] proposed
that electrons in the core states of magnetic atoms tunnel out into the conduction sea, forming
a resonance.

Anderson unified these ideas in a second-quantized Hamiltonian

H =

Hresonance︷!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︸︸!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︷∑

k,σ
ϵknkσ +

∑

k,σ

[
V(k)c†kσ fσ + V∗(k) f †σckσ

]
+ E f n f + Unf↑n f↓︸!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!︸

Hatomic

, (15.2)

Anderson model.

where Hatomic describes the atomic limit of an isolated magnetic ion containing a Kramer’s doublet
of energy E f . The engine of magnetism in the Anderson model is the Coulomb interaction

U =
e2

4πϵ0

∫

r,r′

1
|r − r′|

ρ f (r)ρ f (r′)

of a doubly occupied f-state, where ρ f (r) = |Ψ f (r)|2 is the electron density in a single atomic
orbital ψ f (r). The operator c†kσ creates a conduction electron of momentum k, spin σ and energy
ϵk = Ek − µ, while

f †σ =
∫

r
Ψ f (r)ψ̂†σ(r), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ϵk ∈ [−D,D]. Hresonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(k) = ⟨k|Vion| f ⟩ =
∫

d3re−ik·rVion(r)Ψ f (⃗r). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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A competition between localization and hybridization.

To understand the formation and properties of local moments, we need to examine the two limiting
types of behaviour in the Anderson model:

• Localized moment behavior, described by the limiting case where the hybridization vanishes.

• Virtual bound-state formation, described by the limiting case where the interaction is negligi-
ble.

Figure 15.3: Phase diagram for Anderson impurity model in the atomic Limit. For U > |E f + U/2,
the ground-state is a magnetic doublet. When U < 0, the ground-state is degenerate charge doublet
provided E f + U/2 = 0.

15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by

Hatomic = E f n f + Unf↑n f↓. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

| f 2⟩
| f 0⟩

E( f 2) = 2E f + U
E( f 0) = 0

}
non-magnetic

| f 1 ↑⟩, | f 1 ↓⟩ E( f 1) = E f . magnetic.

(15.6)
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16.3.2 Virtual bound-state formation: the non-interacting resonance.

When the magnetic ion is immersed in a sea of electrons, the f-electrons within the core of the atom
can tunnel out, hybridizing with the Bloch states of surrounding electron sea [9] as shown in Fig.
16.4.

In the absence of interactions, this physics is described by

Hresonance =
∑

k,σ
ϵknkσ +

∑

kσ

[
V(k)c†kσ fσ + H.c.

]
+ E f n f , (16.9)

where c†kσ creates an electron of momentum k, spin σ and energy ϵk = Ek − µ in the conduction
band. The hybridization broadens the localized f-state, and in the absence of interactions, gives rise
to a resonance of width ∆ given by Fermi’s Golden Rule.

∆ = π
∑

k⃗

|V(k)|2δ(ϵk − E f ) (16.10)

This is really an average of the density of states ρ(ϵ) =
∑
k δ(ω − ϵk) with the hybridization |V(k)|2.

For future reference, we shall define

∆(ϵ) = π
∑

k⃗

|V(k)|2δ(ϵk − ϵ) = πρ(ϵ)V2(ϵ) (16.11)

as the “hybridization” function.

Example 16.1: Derivation of the non-interacting Anderson model

Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation
[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (16.12)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 16.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (16.13)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.

Derive the Anderson model using degenerate perturbation theory, evaluating the matrix ele-
ments ofH between the conduction states |k⟩ and the local f-state | f ⟩. You may assume that the
muffin tin R0 is much smaller than the Fermi wavelength, so that the conduction electron matrix
elements Vk,k′ = ⟨k|V |k′⟩ are negligible.

Solution:

4named after the cylindrical tins that were once used to package muffins
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15.3 Anderson’s Model of Local Moment Formation

Anderson’s model for moment formation, proposed in 1963, combines two essential ideas[? ]:

• the localizing influence of Coulomb interactions. Peierls and Mott [? ? ] had reasoned
in the 1940s that strong-enough Coulomb repulsion between electrons in an atomic state
would blockade the passage of electrons, converting a metal into what is now called a “Mott
insulator”. These ideas were independently explored by Van Vleck and Hurvitz in an early
attempt to understand magnetic ions in metals[? ].

• the formation of an electronic resonance. In the 1950’s Friedel and Blandin [? ? ? ] proposed
that electrons in the core states of magnetic atoms tunnel out into the conduction sea, forming
a resonance.

Anderson unified these ideas in a second-quantized Hamiltonian

H =

Hresonance︷!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︸︸!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︷∑

k,σ
ϵknkσ +

∑

k,σ

[
V(k)c†kσ fσ + V∗(k) f †σckσ

]
+ E f n f + Unf↑n f↓︸!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!︸

Hatomic

, (15.2)

Anderson model.

where Hatomic describes the atomic limit of an isolated magnetic ion containing a Kramer’s doublet
of energy E f . The engine of magnetism in the Anderson model is the Coulomb interaction

U =
e2

4πϵ0

∫

r,r′

1
|r − r′|

ρ f (r)ρ f (r′)

of a doubly occupied f-state, where ρ f (r) = |Ψ f (r)|2 is the electron density in a single atomic
orbital ψ f (r). The operator c†kσ creates a conduction electron of momentum k, spin σ and energy
ϵk = Ek − µ, while

f †σ =
∫

r
Ψ f (r)ψ̂†σ(r), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ϵk ∈ [−D,D]. Hresonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(k) = ⟨k|Vion| f ⟩ =
∫

d3re−ik·rVion(r)Ψ f (⃗r). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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A competition between localization and hybridization.

To understand the formation and properties of local moments, we need to examine the two limiting
types of behaviour in the Anderson model:

• Localized moment behavior, described by the limiting case where the hybridization vanishes.

• Virtual bound-state formation, described by the limiting case where the interaction is negligi-
ble.

Figure 15.3: Phase diagram for Anderson impurity model in the atomic Limit. For U > |E f + U/2,
the ground-state is a magnetic doublet. When U < 0, the ground-state is degenerate charge doublet
provided E f + U/2 = 0.

15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by

Hatomic = E f n f + Unf↑n f↓. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

| f 2⟩
| f 0⟩

E( f 2) = 2E f + U
E( f 0) = 0

}
non-magnetic

| f 1 ↑⟩, | f 1 ↓⟩ E( f 1) = E f . magnetic.

(15.6)
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The cost of adding or removing to the magnetic f 1 state is given by

adding: E( f 2) − E( f 1) = U + E f
removing: E( f 0) − E( f 1) = −E f

}
⇒ ∆E =

U
2
± (E f +

U
2
) (15.7)

In other words, provided (Fig. 15.3)

U/2 > |E f + U/2| (15.8)

the ground-state of the atom is a two-fold degenerate magnetic doublet. Indeed, provided it is
probed at energies below the smallest charge excitation energy, ∆Emin = U/2− |E f +U/2|, only the
spin degrees of freedom remain, and the system behaves as a local moment - a “quantum top”. The
interaction between such a local moment and the conduction sea gives rise to the “Kondo effect”
that will be the main topic of this chapter.

Although we shall be mainly interested in positive, repulsive U, we note that in the attractive
region of the phase diagram (U < 0) the atomic ground-state can form a degenerate “charge” doublet
(| f 0⟩, | f 2⟩) or “isospin”. For U < 0, when E f + U/2 = 0 the doubly occupied state | f 2⟩ and the
empty state | f 0⟩ become degenerate. This is the charge analog of the magnetic doublet that exists
for U > 0, and when coupled to the sea of electrons, gives rise to an effect known as the “charge
Kondo effect”. Such charge doublets are thought to be important in certain “negative U” materials,
such as Tl doped PbTe.

Figure 15.4: (a) The immersion of an atomic f state in a conduction sea leads to hybridization
between the localized f-state and the degenerate conduction electron continuum, forming (b) a res-
onance in the density of states.
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Example 15.42: Derivation of the non-interacting Anderson model
Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation

[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (15.9)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 15.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (15.10)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.
Derive the non-interacting component of the Anderson model using degenerate perturbation
theory, evaluating the matrix elements of H between the conduction states |k⟩ and the local
f-state | f ⟩. You may assume that the muffin tin R0 is much smaller than the Fermi wavelength,
so that the conduction electron matrix elements Vk,k′ = ⟨k|V |k′⟩ are negligible.
Solution:
To carry out degenerate perturbation theory on H we must first orthogonalize the f-state to the
continuum | f̃ ⟩ = | f ⟩ −

∑
ϵk∈[−D,D] |k⟩⟨k| f ⟩, where D is the conduction electron band-width. Now

we need to evaluate the matrix elements ofH = −∇2 + V . If we set

Vk,k′ =
∫

r<R0
d3rei(k

′−k)·r(Vion(r) +W), (15.11)

then the conduction electron matrix elements are

⟨k|H|k′⟩ = Ekδk,k′ + Vk,k′ ≈ Ekδk,k′ (15.12)

while ⟨ f̃ |H| f̃ ⟩ ≈ Eionf is the f-level energy.
The hybridization is given by the off-diagonal matrix element,

V(k) = ⟨k|H| f̃ ⟩ = ⟨k| − ∇2 + V̂ | f̃ ⟩ = Ek⟨k| f̃ ⟩ + ⟨k|V̂ | f̃ ⟩ = ⟨k|V̂ | f̃ ⟩, (15.13)

where we have used the orthogonality ⟨k| f̃ ⟩ = 0 to eliminate the kinetic energy. Infact, since
the f-state is highly localized, its overlap with the conduction electron states is small ⟨k| f ⟩ ≈ 0,
so we can now drop the tilde, approximating ⟨k|V̂ | f̃ ⟩ ≈ ⟨k|V̂ion +W | f ⟩ ≈ ⟨k|V̂ion| f ⟩, so that

V(k) ≈ ⟨k|Vion| f ⟩ =
∫

d3re−ik.rVion(r)ψ f (r). (15.14)

In this way, the only surviving term contributing to the hybridization is the atomic potential
- only this term has the high-momentum Fourier components to create a significant overlap
between the low momentum conduction electrons and the localized f-state.
Putting these results together, the non-interacting Anderson model can then be written

Ĥresonance =
∑

k

ϵk︷!!!!!!!!!!︸︸!!!!!!!!!!︷
(Ek +W − µ) c†kσckσ +

∑

kσ
(V(k)c†kσ fσ + H.c) +

E f︷!!!!!︸︸!!!!!︷
(Eionf − µ) n f .

4named after the cylindrical tins that were once used to package muffins
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16.3.2 Virtual bound-state formation: the non-interacting resonance.

When the magnetic ion is immersed in a sea of electrons, the f-electrons within the core of the atom
can tunnel out, hybridizing with the Bloch states of surrounding electron sea [9] as shown in Fig.
16.4.

In the absence of interactions, this physics is described by

Hresonance =
∑

k,σ
ϵknkσ +

∑

kσ

[
V(k)c†kσ fσ + H.c.

]
+ E f n f , (16.9)

where c†kσ creates an electron of momentum k, spin σ and energy ϵk = Ek − µ in the conduction
band. The hybridization broadens the localized f-state, and in the absence of interactions, gives rise
to a resonance of width ∆ given by Fermi’s Golden Rule.

∆ = π
∑

k⃗

|V(k)|2δ(ϵk − E f ) (16.10)

This is really an average of the density of states ρ(ϵ) =
∑
k δ(ω − ϵk) with the hybridization |V(k)|2.

For future reference, we shall define

∆(ϵ) = π
∑

k⃗

|V(k)|2δ(ϵk − ϵ) = πρ(ϵ)V2(ϵ) (16.11)

as the “hybridization” function.

Example 16.1: Derivation of the non-interacting Anderson model

Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation
[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (16.12)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 16.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (16.13)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.

Derive the Anderson model using degenerate perturbation theory, evaluating the matrix ele-
ments ofH between the conduction states |k⟩ and the local f-state | f ⟩. You may assume that the
muffin tin R0 is much smaller than the Fermi wavelength, so that the conduction electron matrix
elements Vk,k′ = ⟨k|V |k′⟩ are negligible.

Solution:

4named after the cylindrical tins that were once used to package muffins
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15.3 Anderson’s Model of Local Moment Formation

Anderson’s model for moment formation, proposed in 1963, combines two essential ideas[? ]:

• the localizing influence of Coulomb interactions. Peierls and Mott [? ? ] had reasoned
in the 1940s that strong-enough Coulomb repulsion between electrons in an atomic state
would blockade the passage of electrons, converting a metal into what is now called a “Mott
insulator”. These ideas were independently explored by Van Vleck and Hurvitz in an early
attempt to understand magnetic ions in metals[? ].

• the formation of an electronic resonance. In the 1950’s Friedel and Blandin [? ? ? ] proposed
that electrons in the core states of magnetic atoms tunnel out into the conduction sea, forming
a resonance.

Anderson unified these ideas in a second-quantized Hamiltonian

H =

Hresonance︷!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︸︸!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︷∑

k,σ
ϵknkσ +

∑

k,σ

[
V(k)c†kσ fσ + V∗(k) f †σckσ

]
+ E f n f + Unf↑n f↓︸!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!︸

Hatomic

, (15.2)

Anderson model.

where Hatomic describes the atomic limit of an isolated magnetic ion containing a Kramer’s doublet
of energy E f . The engine of magnetism in the Anderson model is the Coulomb interaction

U =
e2

4πϵ0

∫

r,r′

1
|r − r′|

ρ f (r)ρ f (r′)

of a doubly occupied f-state, where ρ f (r) = |Ψ f (r)|2 is the electron density in a single atomic
orbital ψ f (r). The operator c†kσ creates a conduction electron of momentum k, spin σ and energy
ϵk = Ek − µ, while

f †σ =
∫

r
Ψ f (r)ψ̂†σ(r), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ϵk ∈ [−D,D]. Hresonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(k) = ⟨k|Vion| f ⟩ =
∫

d3re−ik·rVion(r)Ψ f (⃗r). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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A competition between localization and hybridization.

To understand the formation and properties of local moments, we need to examine the two limiting
types of behaviour in the Anderson model:

• Localized moment behavior, described by the limiting case where the hybridization vanishes.

• Virtual bound-state formation, described by the limiting case where the interaction is negligi-
ble.

Figure 15.3: Phase diagram for Anderson impurity model in the atomic Limit. For U > |E f + U/2,
the ground-state is a magnetic doublet. When U < 0, the ground-state is degenerate charge doublet
provided E f + U/2 = 0.

15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by

Hatomic = E f n f + Unf↑n f↓. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

| f 2⟩
| f 0⟩

E( f 2) = 2E f + U
E( f 0) = 0

}
non-magnetic

| f 1 ↑⟩, | f 1 ↓⟩ E( f 1) = E f . magnetic.

(15.6)
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The cost of adding or removing to the magnetic f 1 state is given by

adding: E( f 2) − E( f 1) = U + E f
removing: E( f 0) − E( f 1) = −E f

}
⇒ ∆E =

U
2
± (E f +

U
2
) (15.7)

In other words, provided (Fig. 15.3)

U/2 > |E f + U/2| (15.8)

the ground-state of the atom is a two-fold degenerate magnetic doublet. Indeed, provided it is
probed at energies below the smallest charge excitation energy, ∆Emin = U/2− |E f +U/2|, only the
spin degrees of freedom remain, and the system behaves as a local moment - a “quantum top”. The
interaction between such a local moment and the conduction sea gives rise to the “Kondo effect”
that will be the main topic of this chapter.

Although we shall be mainly interested in positive, repulsive U, we note that in the attractive
region of the phase diagram (U < 0) the atomic ground-state can form a degenerate “charge” doublet
(| f 0⟩, | f 2⟩) or “isospin”. For U < 0, when E f + U/2 = 0 the doubly occupied state | f 2⟩ and the
empty state | f 0⟩ become degenerate. This is the charge analog of the magnetic doublet that exists
for U > 0, and when coupled to the sea of electrons, gives rise to an effect known as the “charge
Kondo effect”. Such charge doublets are thought to be important in certain “negative U” materials,
such as Tl doped PbTe.

Figure 15.4: (a) The immersion of an atomic f state in a conduction sea leads to hybridization
between the localized f-state and the degenerate conduction electron continuum, forming (b) a res-
onance in the density of states.
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Example 15.42: Derivation of the non-interacting Anderson model
Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation

[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (15.9)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 15.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (15.10)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.
Derive the non-interacting component of the Anderson model using degenerate perturbation
theory, evaluating the matrix elements of H between the conduction states |k⟩ and the local
f-state | f ⟩. You may assume that the muffin tin R0 is much smaller than the Fermi wavelength,
so that the conduction electron matrix elements Vk,k′ = ⟨k|V |k′⟩ are negligible.
Solution:
To carry out degenerate perturbation theory on H we must first orthogonalize the f-state to the
continuum | f̃ ⟩ = | f ⟩ −

∑
ϵk∈[−D,D] |k⟩⟨k| f ⟩, where D is the conduction electron band-width. Now

we need to evaluate the matrix elements ofH = −∇2 + V . If we set

Vk,k′ =
∫

r<R0
d3rei(k

′−k)·r(Vion(r) +W), (15.11)

then the conduction electron matrix elements are

⟨k|H|k′⟩ = Ekδk,k′ + Vk,k′ ≈ Ekδk,k′ (15.12)

while ⟨ f̃ |H| f̃ ⟩ ≈ Eionf is the f-level energy.
The hybridization is given by the off-diagonal matrix element,

V(k) = ⟨k|H| f̃ ⟩ = ⟨k| − ∇2 + V̂ | f̃ ⟩ = Ek⟨k| f̃ ⟩ + ⟨k|V̂ | f̃ ⟩ = ⟨k|V̂ | f̃ ⟩, (15.13)

where we have used the orthogonality ⟨k| f̃ ⟩ = 0 to eliminate the kinetic energy. Infact, since
the f-state is highly localized, its overlap with the conduction electron states is small ⟨k| f ⟩ ≈ 0,
so we can now drop the tilde, approximating ⟨k|V̂ | f̃ ⟩ ≈ ⟨k|V̂ion +W | f ⟩ ≈ ⟨k|V̂ion| f ⟩, so that

V(k) ≈ ⟨k|Vion| f ⟩ =
∫

d3re−ik.rVion(r)ψ f (r). (15.14)

In this way, the only surviving term contributing to the hybridization is the atomic potential
- only this term has the high-momentum Fourier components to create a significant overlap
between the low momentum conduction electrons and the localized f-state.
Putting these results together, the non-interacting Anderson model can then be written

Ĥresonance =
∑

k

ϵk︷!!!!!!!!!!︸︸!!!!!!!!!!︷
(Ek +W − µ) c†kσckσ +

∑

kσ
(V(k)c†kσ fσ + H.c) +

E f︷!!!!!︸︸!!!!!︷
(Eionf − µ) n f .

4named after the cylindrical tins that were once used to package muffins
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16.3.2 Virtual bound-state formation: the non-interacting resonance.

When the magnetic ion is immersed in a sea of electrons, the f-electrons within the core of the atom
can tunnel out, hybridizing with the Bloch states of surrounding electron sea [9] as shown in Fig.
16.4.

In the absence of interactions, this physics is described by

Hresonance =
∑

k,σ
ϵknkσ +

∑

kσ

[
V(k)c†kσ fσ + H.c.

]
+ E f n f , (16.9)

where c†kσ creates an electron of momentum k, spin σ and energy ϵk = Ek − µ in the conduction
band. The hybridization broadens the localized f-state, and in the absence of interactions, gives rise
to a resonance of width ∆ given by Fermi’s Golden Rule.

∆ = π
∑

k⃗

|V(k)|2δ(ϵk − E f ) (16.10)

This is really an average of the density of states ρ(ϵ) =
∑
k δ(ω − ϵk) with the hybridization |V(k)|2.

For future reference, we shall define

∆(ϵ) = π
∑

k⃗

|V(k)|2δ(ϵk − ϵ) = πρ(ϵ)V2(ϵ) (16.11)

as the “hybridization” function.

Example 16.1: Derivation of the non-interacting Anderson model

Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation
[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (16.12)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 16.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (16.13)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.

Derive the Anderson model using degenerate perturbation theory, evaluating the matrix ele-
ments ofH between the conduction states |k⟩ and the local f-state | f ⟩. You may assume that the
muffin tin R0 is much smaller than the Fermi wavelength, so that the conduction electron matrix
elements Vk,k′ = ⟨k|V |k′⟩ are negligible.

Solution:

4named after the cylindrical tins that were once used to package muffins
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15.3 Anderson’s Model of Local Moment Formation

Anderson’s model for moment formation, proposed in 1963, combines two essential ideas[? ]:

• the localizing influence of Coulomb interactions. Peierls and Mott [? ? ] had reasoned
in the 1940s that strong-enough Coulomb repulsion between electrons in an atomic state
would blockade the passage of electrons, converting a metal into what is now called a “Mott
insulator”. These ideas were independently explored by Van Vleck and Hurvitz in an early
attempt to understand magnetic ions in metals[? ].

• the formation of an electronic resonance. In the 1950’s Friedel and Blandin [? ? ? ] proposed
that electrons in the core states of magnetic atoms tunnel out into the conduction sea, forming
a resonance.

Anderson unified these ideas in a second-quantized Hamiltonian

H =

Hresonance︷!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︸︸!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︷∑

k,σ
ϵknkσ +

∑

k,σ

[
V(k)c†kσ fσ + V∗(k) f †σckσ

]
+ E f n f + Unf↑n f↓︸!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!︸

Hatomic

, (15.2)

Anderson model.

where Hatomic describes the atomic limit of an isolated magnetic ion containing a Kramer’s doublet
of energy E f . The engine of magnetism in the Anderson model is the Coulomb interaction

U =
e2

4πϵ0

∫

r,r′

1
|r − r′|

ρ f (r)ρ f (r′)

of a doubly occupied f-state, where ρ f (r) = |Ψ f (r)|2 is the electron density in a single atomic
orbital ψ f (r). The operator c†kσ creates a conduction electron of momentum k, spin σ and energy
ϵk = Ek − µ, while

f †σ =
∫

r
Ψ f (r)ψ̂†σ(r), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ϵk ∈ [−D,D]. Hresonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(k) = ⟨k|Vion| f ⟩ =
∫

d3re−ik·rVion(r)Ψ f (⃗r). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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A competition between localization and hybridization.

To understand the formation and properties of local moments, we need to examine the two limiting
types of behaviour in the Anderson model:

• Localized moment behavior, described by the limiting case where the hybridization vanishes.

• Virtual bound-state formation, described by the limiting case where the interaction is negligi-
ble.

Figure 15.3: Phase diagram for Anderson impurity model in the atomic Limit. For U > |E f + U/2,
the ground-state is a magnetic doublet. When U < 0, the ground-state is degenerate charge doublet
provided E f + U/2 = 0.

15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by

Hatomic = E f n f + Unf↑n f↓. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

| f 2⟩
| f 0⟩

E( f 2) = 2E f + U
E( f 0) = 0

}
non-magnetic

| f 1 ↑⟩, | f 1 ↓⟩ E( f 1) = E f . magnetic.

(15.6)
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16.3.2 Virtual bound-state formation: the non-interacting resonance.

When the magnetic ion is immersed in a sea of electrons, the f-electrons within the core of the atom
can tunnel out, hybridizing with the Bloch states of surrounding electron sea [9] as shown in Fig.
16.4.

In the absence of interactions, this physics is described by

Hresonance =
∑

k,σ
ϵknkσ +

∑

kσ

[
V(k)c†kσ fσ + H.c.

]
+ E f n f , (16.9)

where c†kσ creates an electron of momentum k, spin σ and energy ϵk = Ek − µ in the conduction
band. The hybridization broadens the localized f-state, and in the absence of interactions, gives rise
to a resonance of width ∆ given by Fermi’s Golden Rule.

∆ = π
∑

k⃗

|V(k)|2δ(ϵk − E f ) (16.10)

This is really an average of the density of states ρ(ϵ) =
∑
k δ(ω − ϵk) with the hybridization |V(k)|2.

For future reference, we shall define

∆(ϵ) = π
∑

k⃗

|V(k)|2δ(ϵk − ϵ) = πρ(ϵ)V2(ϵ) (16.11)

as the “hybridization” function.

Example 16.1: Derivation of the non-interacting Anderson model

Consider an isolated ion, where the f-state is a solution of the one-particle Schrödinger equation
[
−∇2 + V̂ion

]
| f ⟩ = Eionf | f ⟩, (16.12)

where Vion(r) is the ionic potential and Eionf < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 16.4. A convenient way to model this situation is to use “muffin tin
potential”, 4

V(r) = (Vion(r) +W) θ(R0 − r) (16.13)

equal to the ionic potential, shifted upwards by an amountW inside the muffin tin radius R0. The
f-state is now an approximate eigenstate ofH = −∇2+ V̂ that is degenerate with the continuum.

Derive the Anderson model using degenerate perturbation theory, evaluating the matrix ele-
ments ofH between the conduction states |k⟩ and the local f-state | f ⟩. You may assume that the
muffin tin R0 is much smaller than the Fermi wavelength, so that the conduction electron matrix
elements Vk,k′ = ⟨k|V |k′⟩ are negligible.

Solution:

4named after the cylindrical tins that were once used to package muffins
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15.3 Anderson’s Model of Local Moment Formation

Anderson’s model for moment formation, proposed in 1963, combines two essential ideas[? ]:

• the localizing influence of Coulomb interactions. Peierls and Mott [? ? ] had reasoned
in the 1940s that strong-enough Coulomb repulsion between electrons in an atomic state
would blockade the passage of electrons, converting a metal into what is now called a “Mott
insulator”. These ideas were independently explored by Van Vleck and Hurvitz in an early
attempt to understand magnetic ions in metals[? ].

• the formation of an electronic resonance. In the 1950’s Friedel and Blandin [? ? ? ] proposed
that electrons in the core states of magnetic atoms tunnel out into the conduction sea, forming
a resonance.

Anderson unified these ideas in a second-quantized Hamiltonian

H =

Hresonance︷!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︸︸!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︷∑

k,σ
ϵknkσ +

∑

k,σ

[
V(k)c†kσ fσ + V∗(k) f †σckσ

]
+ E f n f + Unf↑n f↓︸!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!︸

Hatomic

, (15.2)

Anderson model.

where Hatomic describes the atomic limit of an isolated magnetic ion containing a Kramer’s doublet
of energy E f . The engine of magnetism in the Anderson model is the Coulomb interaction

U =
e2

4πϵ0

∫

r,r′

1
|r − r′|

ρ f (r)ρ f (r′)

of a doubly occupied f-state, where ρ f (r) = |Ψ f (r)|2 is the electron density in a single atomic
orbital ψ f (r). The operator c†kσ creates a conduction electron of momentum k, spin σ and energy
ϵk = Ek − µ, while

f †σ =
∫

r
Ψ f (r)ψ̂†σ(r), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ϵk ∈ [−D,D]. Hresonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(k) = ⟨k|Vion| f ⟩ =
∫

d3re−ik·rVion(r)Ψ f (⃗r). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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A competition between localization and hybridization.

To understand the formation and properties of local moments, we need to examine the two limiting
types of behaviour in the Anderson model:

• Localized moment behavior, described by the limiting case where the hybridization vanishes.

• Virtual bound-state formation, described by the limiting case where the interaction is negligi-
ble.

Figure 15.3: Phase diagram for Anderson impurity model in the atomic Limit. For U > |E f + U/2,
the ground-state is a magnetic doublet. When U < 0, the ground-state is degenerate charge doublet
provided E f + U/2 = 0.

15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by

Hatomic = E f n f + Unf↑n f↓. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

| f 2⟩
| f 0⟩

E( f 2) = 2E f + U
E( f 0) = 0

}
non-magnetic

| f 1 ↑⟩, | f 1 ↓⟩ E( f 1) = E f . magnetic.

(15.6)

494

Atomic limit 
(V=0)

f0

f1

f2

Ef

2Ef + U

Valence Fluctuations



Virtual Valence Fluctuations

f0

f1

f2

Ef

2Ef + U

Schrieffer Wolff Transformation: integrate out high 
frequency valence fluctuations.



Virtual Valence Fluctuations

f0

f1

f2

Ef

2Ef + U

Schrieffer Wolff Transformation: integrate out high 
frequency valence fluctuations.

ΔE2=Ef+U
ΔE1=-Ef



Virtual Valence Fluctuations

f0

f1

f2

Ef

2Ef + U

Schrieffer Wolff Transformation: integrate out high 
frequency valence fluctuations.

ΔE2=Ef+U
ΔE1=-Ef

110 Strongly correlated electronic systems

carried out by Schrieffer and Wolff (1966), and Coqblin
and Schrieffer (1969), who showed how this model gives
rise to a residual antiferromagnetic interaction between the
local moment and conduction electrons. The emergence
of this antiferromagnetic interaction is associated with a
process called superexchange: the virtual process in which
an electron or hole briefly migrates off the ion, to be
immediately replaced by another with a different spin. When
these processes are removed by the canonical transformation,
they induce an antiferromagnetic interaction between the
local moment and the conduction electrons. This can be seen
by considering the two possible spin-exchange processes

e−
↑ + f 1

↓ ↔ f 2 ↔ e−
↓ + f 1

↑ !EI ∼ U + Ef

h+
↑ + f 1

↓ ↔ f 0 ↔ h+
↓ + f 1

↑ !EII ∼ −Ef (39)

Both processes require that the f electron and incoming
particle are in a spin-singlet. From second-order perturbation
theory, the energy of the singlet is lowered by an amount
−2J , where

J = V 2
[

1
!E1

+ 1
!E2

]
(40)

and the factor of two derives from the two ways a singlet
can emit an electron or hole into the continuum [1] and
V ∼ V (kF) is the hybridization matrix element near the
Fermi surface. For the symmetric Anderson model, where
!E1 = !EII = U/2, J = 4V 2/U .

If we introduce the electron spin-density operator σ⃗ (0) =
1
N

∑
k,k′ c

†
kασ⃗ αβck′β , where N is the number of sites in the

lattice, then the effective interaction has the form

HK = −2JPS=0 (41)

where PS=0 =
[

1
4 − 1

2 σ⃗ (0) · S⃗f

]
is the singlet projection

operator. If we drop the constant term, then the effective
interaction induced by the virtual charge fluctuations must
have the form

HK = J σ⃗ (0) · S⃗f (42)

where S⃗f is the spin of the localized moment. The complete
‘Kondo Model’, H = Hc + HK describing the conduction
electrons and their interaction with the local moment is

H =
∑

kσ

ϵkc
†
k⃗σ

ck⃗σ + J σ⃗ (0) · S⃗f (43)

2.2.3 The Kondo effect

The antiferromagnetic sign of the superexchange interac-
tion J in the Kondo Hamiltonian is the origin of the

spin-screening physics of the Kondo effect. The bare inter-
action is weak, but the spin fluctuations it induces have
the effect of antiscreening the interaction at low ener-
gies, renormalizing it to larger and larger values. To see
this, we follow an Anderson’s ‘Poor Man’s’ scaling pro-
cedure (Anderson, 1973, 1970), which takes advantage of
the observation that at small J the renormalization in the
Hamiltonian associated with the block-diagonalization pro-
cess δH = H̃L − HL is given by second-order perturbation
theory:

δHab = ⟨a|δH |b⟩ = 1
2

[Tab(Ea) + Tab(Eb)] (44)

where

Tab(ω) =
∑

|(⟩∈{H }

[
V †

a(V(b

ω − E(

]

(45)

is the many-body ‘t-matrix’ associated with virtual transi-
tions into the high-energy subspace {H }. For the Kondo
model,

V = PHJ S⃗(0) · S⃗dPL (46)

where PH projects the intermediate state into the high-
energy subspace, while PL projects the initial state into
the low-energy subspace. There are two virtual scatter-
ing processes that contribute to the antiscreening effect,
involving a high-energy electron (I) or a high-energy
hole (II).

Process I is denoted by the diagram

s′s′′

ka

k ′′l

s

k ′b

and starts in state |b⟩ = |kα, σ ⟩, passes through a virtual
state |(⟩ = |c†

k′′ασ ′′⟩ where ϵk′′ lies at high energies in the
range ϵk′′ ∈ [(/b, (] and ends in state |a⟩ = |k′β, σ ′⟩. The
resulting renormalization

⟨k′β, σ ′|T I (E)|kα, σ ⟩

=
∑

ϵk′′ ∈[(−δ(,(]

[
1

E−ϵk′′

]
J 2×(σ a

βλσ
b
λα)(Sa

σ ′σ ′′S
b
σ ′′σ )

≈ J 2ρδ(

[
1

E − (

]
(σ aσ b)βα(SaSb)σ ′σ (47)

In Process II, denoted by

Virtual Valence  fluctuations in the singlet 
channel, induced by hybridization
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carried out by Schrieffer and Wolff (1966), and Coqblin
and Schrieffer (1969), who showed how this model gives
rise to a residual antiferromagnetic interaction between the
local moment and conduction electrons. The emergence
of this antiferromagnetic interaction is associated with a
process called superexchange: the virtual process in which
an electron or hole briefly migrates off the ion, to be
immediately replaced by another with a different spin. When
these processes are removed by the canonical transformation,
they induce an antiferromagnetic interaction between the
local moment and the conduction electrons. This can be seen
by considering the two possible spin-exchange processes

e−
↑ + f 1

↓ ↔ f 2 ↔ e−
↓ + f 1

↑ !EI ∼ U + Ef

h+
↑ + f 1

↓ ↔ f 0 ↔ h+
↓ + f 1

↑ !EII ∼ −Ef (39)

Both processes require that the f electron and incoming
particle are in a spin-singlet. From second-order perturbation
theory, the energy of the singlet is lowered by an amount
−2J , where

J = V 2
[

1
!E1

+ 1
!E2

]
(40)

and the factor of two derives from the two ways a singlet
can emit an electron or hole into the continuum [1] and
V ∼ V (kF) is the hybridization matrix element near the
Fermi surface. For the symmetric Anderson model, where
!E1 = !EII = U/2, J = 4V 2/U .

If we introduce the electron spin-density operator σ⃗ (0) =
1
N

∑
k,k′ c

†
kασ⃗ αβck′β , where N is the number of sites in the

lattice, then the effective interaction has the form

HK = −2JPS=0 (41)

where PS=0 =
[

1
4 − 1

2 σ⃗ (0) · S⃗f

]
is the singlet projection

operator. If we drop the constant term, then the effective
interaction induced by the virtual charge fluctuations must
have the form

HK = J σ⃗ (0) · S⃗f (42)

where S⃗f is the spin of the localized moment. The complete
‘Kondo Model’, H = Hc + HK describing the conduction
electrons and their interaction with the local moment is

H =
∑

kσ

ϵkc
†
k⃗σ

ck⃗σ + J σ⃗ (0) · S⃗f (43)

2.2.3 The Kondo effect

The antiferromagnetic sign of the superexchange interac-
tion J in the Kondo Hamiltonian is the origin of the

spin-screening physics of the Kondo effect. The bare inter-
action is weak, but the spin fluctuations it induces have
the effect of antiscreening the interaction at low ener-
gies, renormalizing it to larger and larger values. To see
this, we follow an Anderson’s ‘Poor Man’s’ scaling pro-
cedure (Anderson, 1973, 1970), which takes advantage of
the observation that at small J the renormalization in the
Hamiltonian associated with the block-diagonalization pro-
cess δH = H̃L − HL is given by second-order perturbation
theory:

δHab = ⟨a|δH |b⟩ = 1
2

[Tab(Ea) + Tab(Eb)] (44)

where

Tab(ω) =
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|(⟩∈{H }

[
V †

a(V(b

ω − E(

]

(45)

is the many-body ‘t-matrix’ associated with virtual transi-
tions into the high-energy subspace {H }. For the Kondo
model,

V = PHJ S⃗(0) · S⃗dPL (46)

where PH projects the intermediate state into the high-
energy subspace, while PL projects the initial state into
the low-energy subspace. There are two virtual scatter-
ing processes that contribute to the antiscreening effect,
involving a high-energy electron (I) or a high-energy
hole (II).

Process I is denoted by the diagram

s′s′′

ka
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k ′b
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state |(⟩ = |c†
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and Schrieffer (1969), who showed how this model gives
rise to a residual antiferromagnetic interaction between the
local moment and conduction electrons. The emergence
of this antiferromagnetic interaction is associated with a
process called superexchange: the virtual process in which
an electron or hole briefly migrates off the ion, to be
immediately replaced by another with a different spin. When
these processes are removed by the canonical transformation,
they induce an antiferromagnetic interaction between the
local moment and the conduction electrons. This can be seen
by considering the two possible spin-exchange processes
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Both processes require that the f electron and incoming
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theory, the energy of the singlet is lowered by an amount
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and the factor of two derives from the two ways a singlet
can emit an electron or hole into the continuum [1] and
V ∼ V (kF) is the hybridization matrix element near the
Fermi surface. For the symmetric Anderson model, where
!E1 = !EII = U/2, J = 4V 2/U .

If we introduce the electron spin-density operator σ⃗ (0) =
1
N

∑
k,k′ c

†
kασ⃗ αβck′β , where N is the number of sites in the

lattice, then the effective interaction has the form
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Note: can also write Kondo interaction 
in the “Coqblin Schrieffer” form

HK = �J
�

j,�,�

(c†j�fj�)(f†
j�cj�)
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Large Fermi surface and the charge of 
the f-electron



Summary of Part 1.
Heavy Fermions: “Fruit fly” of condensed 
matter physics.

Interesting physics at the border of 
magnetism.

Local moments can entangle with electrons 
to produce new states of matter - 
emergent physics that we have only just 
begun to explore and understand. 
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Lev Landau vs Ken Wilson: 

Criticality as a driver of new States of Matter
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Figure 15. Doniach diagram, illustrating the antiferromagnetic
regime, where TK < TRKKY and the heavy-fermion regime, where
TK > TRKKY. Experiment has told us in recent times that the tran-
sition between these two regimes is a quantum critical point. The
effective Fermi temperature of the heavy Fermi liquid is indicated
as a solid line. Circumstantial experimental evidence suggests that
this scale drops to zero at the antiferromagnetic quantum critical
point, but this is still a matter of controversy.

Using topology, and certain basic assumptions about the
response of a Fermi liquid to a flux, Oshikawa (2000) was
able to short circuit this tortuous path of reasoning, proving
that the Luttinger relationship holds for the Kondo lattice
model without reference to its finite U origins.

There are, however, aspects to the Doniach argument that
leave cause for concern:

• It is purely a comparison of energy scales and does
not provide a detailed mechanism connecting the heavy-
fermion phase to the local moment AFM.

• Simple estimates of the value of Jρ required for heavy-
electron behavior give an artificially large value of the
coupling constant Jρ ∼ 1. This issue was later resolved
by the observation that large spin degeneracy 2j + 1 of
the spin-orbit coupled moments, which can be as large
as N = 8 in Yb materials, enhances the rate of scaling
to strong coupling, leading to a Kondo temperature
(Coleman, 1983)

TK = D(NJρ)
1
N exp

[
− 1

NJρ

]
(66)

Since the scaling enhancement effect stretches out across
decades of energy, it is largely robust against crystal
fields (Mekata et al., 1986).

• Nozières’ exhaustion paradox (Nozières, 1985). If one
considers each local moment to be magnetically screened
by a cloud of low-energy electrons within an energy
TK of the Fermi energy, one arrives at an ‘exhaus-
tion paradox’. In this interpretation, the number of
electrons available to screen each local moment is of
the order TK/D ≪ 1 per unit cell. Once the concen-
tration of magnetic impurities exceeds TK

D
∼ 0.1% for

(TK = 10 K, D = 104 K), the supply of screening elec-
trons would be exhausted, logically excluding any sort of
dense Kondo effect. Experimentally, features of single-
ion Kondo behavior persist to much higher densities.
The resolution to the exhaustion paradox lies in the more
modern perception that spin screening of local moments
extends up in energy, from the Kondo scale TK out to the
bandwidth. In this respect, Kondo screening is reminis-
cent of Cooper pair formation, which involves electron
states that extend upward from the gap energy to the
Debye cutoff. From this perspective, the Kondo length
scale ξ ∼ vF/TK is analogous to the coherence length of
a superconductor (Burdin, Georges and Grempel, 2000),
defining the length scale over which the conduction spin
and local moment magnetization are coherent without
setting any limit on the degree to which the correlation
clouds can overlap (Figure 16).

2.3 The large N Kondo lattice

2.3.1 Gauge theories, large N, and strong correlation

The ‘standard model’ for metals is built upon the expansion
to high orders in the strength of the interaction. This
approach, pioneered by Landau, and later formulated in the
language of finite temperature perturbation theory by Landau
(1957), Pitaevskii (1960), Luttinger and Ward (1960), and
Nozières and Luttinger (1962), provides the foundation for
our understanding of metallic behavior in most conventional
metals.

The development of a parallel formalism and approach
for strongly correlated electron systems is still in its infancy,
and there is no universally accepted approach. At the heart
of the problem are the large interactions, which effectively
remove large tracts of Hilbert space and impose strong
constraints on the low-energy electronic dynamics. One way
to describe these highly constrained Hilbert spaces is through
the use of gauge theories. When written as a field theory,
local constraints manifest themselves as locally conserved
quantities. General principles link these conserved quantities

Mott, 1973

Doniach 1976

Wilson 1975

New Fixed Points

Magnetism
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“How do fermions get heavy and die?”  PC, Pepin, Si and Ramazashvili, J. Cond Matt. ,
13},  R723 (2001). 


anticipated an abrupt change in FS when a composite heavy electron undergoes a 
Kondo “breakdown”.
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Jump in the Hall constant at a field tuned QCP.
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Frustration and strange metals. 



Role of Frustration?

V. FRITSCH et al. PHYSICAL REVIEW B 89, 054416 (2014)

FIG. 1. (Color online) (a) View of the ab plane of CePdAl. The
Ce and Pd(2) atoms form a plane at z = 0; the Al and Pd(1) atoms
form a plane at z = 1/2. (b) View of the ab plane, showing one
of the three symmetry-related magnetic structures as derived from
Ref. [25]. Only Ce atoms are shown for clarity. (c) Kagomé lattice
for comparison.

simulations [33]. Unfortunately, a model incorporating the
interplane coupling J⊥ to be compared with the experimentally
determined magnetic structure does not exist up to now. In
view of the incommensurate z component τ , even long-range
interactions might have to be taken into account. Previous work
on CePdAl showed that TN can be suppressed by hydrostatic
pressure [28] or partial substitution of Pd by Ni [34,35],
suggesting the possibility for a QCP.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CePd1−xNixAl were prepared
by arc-melting appropriate amounts of the pure elements Ce
(Ref. [36]), Pd(99.95), Ni(99.95), Al(99.999) under argon
atmosphere with titanium gettering. To achieve homogeneity,
the samples were remelted several times. The total weight
loss after preparation did not exceed 0.5%. The samples
were investigated in the as-cast state since annealing may
cause a structural change [37]. They were characterized by
powder x-ray diffraction, revealing the single-phase ZrNiAl
structure (P 62m) of the parent compounds. Atom absorption
spectroscopy was used to determine the actual Ni concen-
trations x that are quoted throughout this paper. The lattice
constants a and c and the unit-cell volume V approximately
follow Vegard’s law in the concentration range investigated
(x < 0.15). Specific-heat measurements were performed in the
temperature range 0.05 ! T " 2.5 K using the standard heat-
pulse technique. A Physical Properties Measurement System
(PPMS, Quantum Design) was used to obtain data at higher
temperatures for some samples. The dc magnetic susceptibility
χ was measured at 0.1 T in the zero-field-cooled field-heated

FIG. 2. (Color online) (a) Specific heat C of CePd1−xNixAl
plotted as C/T versus log T . (b) Specific heat C of CePd0.856Ni0.144Al
plotted as C/T versus T

1
2 .

mode in a vibrating sample magnetometer (VSM, Oxford
Instruments). A sample-dependent residual background con-
tribution χ0 ≈ 2 × 10−4 µB/T f.u. independent of T was
subtracted from the data. Below 20 K, χ0 corresponds to <1%
of the total susceptibility χ .

III. RESULTS

The specific heat C is shown as C/T vs log T in Fig. 2(a).
The pure CePdAl compound exhibits a sharp anomaly at the
Néel temperature TN = 2.7 K in agreement with literature
data [38]. The anomaly broadens and moves to lower T with
increasing Ni content x indicating a suppression of the antifer-
romagnetic (AF) transition. For x = 0.144, the C/T vs log T
data follow a straight line in Fig. 2(a) over almost two decades
of temperature in the range 0.05 ! T ! 3 K, i.e., C/T =
a log(T0/T ), with a = 0.705 J/mol K2 and T0 = 11.7 K.
The non-Fermi-liquid behavior in the form of a logarithmic
divergence of C/T versus T extends over nearly two orders
of magnitude in T (0.05–3 K). The HMM model [12–14]
predicts for 2D AF fluctuations a logarithmic dependence of
C/T near the QCP as observed for CePd1−xNixAl, while the
HMM prediction for 3D antiferromagnets, C/T ∝ γ − a

√
T

for T → 0, is clearly not compatible with our data, as can be
seen from the plot of C/T vs

√
T in Fig. 2(b).

We use the specific-heat data to obtain TN as the tem-
perature where C(T ) is a maximum for low x. For larger
Ni concentrations, however, the small specific-heat anomaly

054416-2

CePdAl

M. D. Nunez-Regueiro, C. Lacroix, and B. Canals, 
Physica C 282, 1885 (1997). 

V. Fritsch et al, PRB 89, 054416 (2014)
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FIG. 1. (Color online) (a) View of the ab plane of CePdAl. The
Ce and Pd(2) atoms form a plane at z = 0; the Al and Pd(1) atoms
form a plane at z = 1/2. (b) View of the ab plane, showing one
of the three symmetry-related magnetic structures as derived from
Ref. [25]. Only Ce atoms are shown for clarity. (c) Kagomé lattice
for comparison.

simulations [33]. Unfortunately, a model incorporating the
interplane coupling J⊥ to be compared with the experimentally
determined magnetic structure does not exist up to now. In
view of the incommensurate z component τ , even long-range
interactions might have to be taken into account. Previous work
on CePdAl showed that TN can be suppressed by hydrostatic
pressure [28] or partial substitution of Pd by Ni [34,35],
suggesting the possibility for a QCP.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CePd1−xNixAl were prepared
by arc-melting appropriate amounts of the pure elements Ce
(Ref. [36]), Pd(99.95), Ni(99.95), Al(99.999) under argon
atmosphere with titanium gettering. To achieve homogeneity,
the samples were remelted several times. The total weight
loss after preparation did not exceed 0.5%. The samples
were investigated in the as-cast state since annealing may
cause a structural change [37]. They were characterized by
powder x-ray diffraction, revealing the single-phase ZrNiAl
structure (P 62m) of the parent compounds. Atom absorption
spectroscopy was used to determine the actual Ni concen-
trations x that are quoted throughout this paper. The lattice
constants a and c and the unit-cell volume V approximately
follow Vegard’s law in the concentration range investigated
(x < 0.15). Specific-heat measurements were performed in the
temperature range 0.05 ! T " 2.5 K using the standard heat-
pulse technique. A Physical Properties Measurement System
(PPMS, Quantum Design) was used to obtain data at higher
temperatures for some samples. The dc magnetic susceptibility
χ was measured at 0.1 T in the zero-field-cooled field-heated

FIG. 2. (Color online) (a) Specific heat C of CePd1−xNixAl
plotted as C/T versus log T . (b) Specific heat C of CePd0.856Ni0.144Al
plotted as C/T versus T

1
2 .

mode in a vibrating sample magnetometer (VSM, Oxford
Instruments). A sample-dependent residual background con-
tribution χ0 ≈ 2 × 10−4 µB/T f.u. independent of T was
subtracted from the data. Below 20 K, χ0 corresponds to <1%
of the total susceptibility χ .

III. RESULTS

The specific heat C is shown as C/T vs log T in Fig. 2(a).
The pure CePdAl compound exhibits a sharp anomaly at the
Néel temperature TN = 2.7 K in agreement with literature
data [38]. The anomaly broadens and moves to lower T with
increasing Ni content x indicating a suppression of the antifer-
romagnetic (AF) transition. For x = 0.144, the C/T vs log T
data follow a straight line in Fig. 2(a) over almost two decades
of temperature in the range 0.05 ! T ! 3 K, i.e., C/T =
a log(T0/T ), with a = 0.705 J/mol K2 and T0 = 11.7 K.
The non-Fermi-liquid behavior in the form of a logarithmic
divergence of C/T versus T extends over nearly two orders
of magnitude in T (0.05–3 K). The HMM model [12–14]
predicts for 2D AF fluctuations a logarithmic dependence of
C/T near the QCP as observed for CePd1−xNixAl, while the
HMM prediction for 3D antiferromagnets, C/T ∝ γ − a

√
T

for T → 0, is clearly not compatible with our data, as can be
seen from the plot of C/T vs

√
T in Fig. 2(b).

We use the specific-heat data to obtain TN as the tem-
perature where C(T ) is a maximum for low x. For larger
Ni concentrations, however, the small specific-heat anomaly
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FIG. 5. (Color online) (a) Three-dimensional magnetic structure
of CePdAl (only Ce atoms are shown) illustrating the ferromagnetic
chains in the ab plane along the b axis. (b) Kagomé-like ab planes.
(c) 2D ferromagnetic planes perpendicular to the magnetic ordering
wave vector Q. (d) 2D antiferromagnetic planes spanned by the
ferromagnetic chains in the ab plane and the perpendicular c direction
and separated by frustrated planes of Ce(2) atoms.

to the metal-insulator transition [43], and also observed in
some U alloys such as UCu5−xPdx (Ref. [44] and references
therein). In fact, a comparison of NMR and µSR experiments
for UCu5 with partial Cu/Pd substitution and CeCu6 with
partial Cu/Au substitution [45] showed decisive differences
in the type and degree of disorder, with the Ce system being
much less disordered compared to the U system. Furthermore
pressure measurements on CeCu5.5Au0.5 have shown that
disorder has no decisive role in this system [46]. The wide
TK distribution leads to a resistivity ρ that increases with
decreasing T due to the presence of magnetic moments with
TK < T and, for certain distributions, to a logarithmic T
dependence of C/T [44]. However, preliminary measurements
of ρ for CePd1−xNixAl with x = 0.144 show a decrease of ρ
with decreasing T below 5 K. We can therefore dismiss the
distribution of TK as a primary source of our experimental
observations.

To address the role of frustration concerning the QCP in
CePdAl, we first discuss this issue in terms of the HMM
model. While the magnetic structure of CePdAl is three
dimensional in nature with the ordering wave vector Q =
( 1

2 0 τ ), the specific heat C/T ∝ log(T0/T ) for x ≈ xc and
the linear TN(x) dependence are indeed in accord with 2D
AF quantum fluctuations in the HMM scenario. For a single
kagomé-like ab plane, the magnetic structure can be described
by ferromagnetic chains, as mentioned above, that couple
only weakly antiferromagnetically by the nnn interaction J2,
because of the frustration of the nn interactions J1 at the Ce(2)
sites [32,33].

With recurrence to the three-dimensional magnetic
structure of CePdAl [25,29] schematically shown in Fig. 5(a)
assuming for clarity τ = 1/3, we can try to identify possible
2D AF planes: (1) the kagomé-like ab planes [Fig. 5 (b)] cannot
be taken as origin of the two-dimensional antiferromagnetic

fluctuations because the interlayer exchange J⊥ between Ce
atoms is expected to be stronger than J2. (2) Taking J⊥ into
account, the magnetic order can be viewed [Fig. 5(c)] as a
stacking of ferromagnetic chains in the ab plane staggered
along the c direction and interrupted by the frustrated Ce(2)
moments, thus leading to 2D ferromagnetic planes oriented
roughly perpendicularly to Q. However, 2D ferromagnetic
fluctuations will in the HMM model give rise to a specific heat
C/T ∝ T − 1

3 , which is not supported by our data. (3) A triple-Q
structure is in principle compatible with the neutron-scattering
data [25]. However, the magnetic component τ along the c
direction is, in fact, incommensurate and varies slightly with
T (τ = 0.3535–0.3585 between 0.35 and 2.7 K) [29]. This
T -dependent incommensurability is not easy to explain within
a triple-Q structure expected to lock to τ = 1

3 . Furthermore,
2D magnetic structures are not formed in the triple-Q order of
CePdAl. (4) Planes spanned by the ferromagnetic chains in
the ab plane and the perpendicular c direction [Fig. 5 (d)]
are indeed antiferromagnetic. Because of the distortion of the
kagomé planes they are corrugated, and they are separated
by frustrated Ce(2) moments and could give rise to 2D AF
fluctuations. Hence of the possibilities listed, only the last
one presents a viable explanation for the C/T ∝ log (T0/T )
behavior.

In the classical case of an anisotropic 3D system ge-
ometric frustration might give way to strictly 2D order,
while in a quantum system zero-point fluctuations might
restore the original dimensionality [47]. This, however, is
not always the case. For example, it was shown in the
context of a Bose-Einstein condensation of magnetic triplets in
BaCuSi2O6 [48] that geometrical frustration yields a reduction
of the spatial dimensionality even close to the QCP [47,49].
The partial magnetic frustration in CePdAl appears to reduce
the dimensionality by forming frustrated planes from one third
of the Ce moments, decoupling the antiferromagnetic planes
of the other Ce moments as argued above. CePdAl might be a
unique example where frustration provides a rationale of how
a system might find its way from 3D magnetic ordering to 2D
criticality, a microscopic link that is missing for CeCu6−xAux ,
where the origin of 2D fluctuations remains unclear. Thus
CePdAl might also be a very promising candidate to test the
recent predictions for the 2D-3D crossover in terms of the
critical quasiparticle theory [50]. The deviations of TN(x) from
a linear x dependence close to xc (cf. Fig. 3) are compatible
with such a crossover.

While we have discussed the possibility of 2D fluctuations
confined to AF Ce(1) and Ce(3) planes, the intermediate frus-
trated planes of Ce(2) atoms certainly deserve attention in their
own right as well. Here we discuss the perspective of a 2D spin
liquid of these Ce(2) atoms that form a rectangular 2D lattice
(lattice constants d⊥ = 4.24 Å and dCe(2) = 7.2170 Å perpen-
dicular and parallel to the kagomè planes, respectively). Note
that these Ce(2) planes are not corrugated. There are several
arguments supporting the fascinating possibility of a 2D spin
liquid in CePdAl. First of all, no further phase transition below
TN occurs in zero field down to 30 mK as shown by detailed
NMR experiments [30]. Furthermore these measurements sug-
gest a gapless excitation spectrum for the paramagnetic third
of Ce ions, similar to the findings in the proposed spin liquid
ZnCu3(OH)6Cl2 [51]. Of course, the Kondo effect acting on
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FIG. 1. (Color online) (a) View of the ab plane of CePdAl. The
Ce and Pd(2) atoms form a plane at z = 0; the Al and Pd(1) atoms
form a plane at z = 1/2. (b) View of the ab plane, showing one
of the three symmetry-related magnetic structures as derived from
Ref. [25]. Only Ce atoms are shown for clarity. (c) Kagomé lattice
for comparison.

simulations [33]. Unfortunately, a model incorporating the
interplane coupling J⊥ to be compared with the experimentally
determined magnetic structure does not exist up to now. In
view of the incommensurate z component τ , even long-range
interactions might have to be taken into account. Previous work
on CePdAl showed that TN can be suppressed by hydrostatic
pressure [28] or partial substitution of Pd by Ni [34,35],
suggesting the possibility for a QCP.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CePd1−xNixAl were prepared
by arc-melting appropriate amounts of the pure elements Ce
(Ref. [36]), Pd(99.95), Ni(99.95), Al(99.999) under argon
atmosphere with titanium gettering. To achieve homogeneity,
the samples were remelted several times. The total weight
loss after preparation did not exceed 0.5%. The samples
were investigated in the as-cast state since annealing may
cause a structural change [37]. They were characterized by
powder x-ray diffraction, revealing the single-phase ZrNiAl
structure (P 62m) of the parent compounds. Atom absorption
spectroscopy was used to determine the actual Ni concen-
trations x that are quoted throughout this paper. The lattice
constants a and c and the unit-cell volume V approximately
follow Vegard’s law in the concentration range investigated
(x < 0.15). Specific-heat measurements were performed in the
temperature range 0.05 ! T " 2.5 K using the standard heat-
pulse technique. A Physical Properties Measurement System
(PPMS, Quantum Design) was used to obtain data at higher
temperatures for some samples. The dc magnetic susceptibility
χ was measured at 0.1 T in the zero-field-cooled field-heated

FIG. 2. (Color online) (a) Specific heat C of CePd1−xNixAl
plotted as C/T versus log T . (b) Specific heat C of CePd0.856Ni0.144Al
plotted as C/T versus T

1
2 .

mode in a vibrating sample magnetometer (VSM, Oxford
Instruments). A sample-dependent residual background con-
tribution χ0 ≈ 2 × 10−4 µB/T f.u. independent of T was
subtracted from the data. Below 20 K, χ0 corresponds to <1%
of the total susceptibility χ .

III. RESULTS

The specific heat C is shown as C/T vs log T in Fig. 2(a).
The pure CePdAl compound exhibits a sharp anomaly at the
Néel temperature TN = 2.7 K in agreement with literature
data [38]. The anomaly broadens and moves to lower T with
increasing Ni content x indicating a suppression of the antifer-
romagnetic (AF) transition. For x = 0.144, the C/T vs log T
data follow a straight line in Fig. 2(a) over almost two decades
of temperature in the range 0.05 ! T ! 3 K, i.e., C/T =
a log(T0/T ), with a = 0.705 J/mol K2 and T0 = 11.7 K.
The non-Fermi-liquid behavior in the form of a logarithmic
divergence of C/T versus T extends over nearly two orders
of magnitude in T (0.05–3 K). The HMM model [12–14]
predicts for 2D AF fluctuations a logarithmic dependence of
C/T near the QCP as observed for CePd1−xNixAl, while the
HMM prediction for 3D antiferromagnets, C/T ∝ γ − a

√
T

for T → 0, is clearly not compatible with our data, as can be
seen from the plot of C/T vs

√
T in Fig. 2(b).

We use the specific-heat data to obtain TN as the tem-
perature where C(T ) is a maximum for low x. For larger
Ni concentrations, however, the small specific-heat anomaly
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FIG. 5. (Color online) (a) Three-dimensional magnetic structure
of CePdAl (only Ce atoms are shown) illustrating the ferromagnetic
chains in the ab plane along the b axis. (b) Kagomé-like ab planes.
(c) 2D ferromagnetic planes perpendicular to the magnetic ordering
wave vector Q. (d) 2D antiferromagnetic planes spanned by the
ferromagnetic chains in the ab plane and the perpendicular c direction
and separated by frustrated planes of Ce(2) atoms.

to the metal-insulator transition [43], and also observed in
some U alloys such as UCu5−xPdx (Ref. [44] and references
therein). In fact, a comparison of NMR and µSR experiments
for UCu5 with partial Cu/Pd substitution and CeCu6 with
partial Cu/Au substitution [45] showed decisive differences
in the type and degree of disorder, with the Ce system being
much less disordered compared to the U system. Furthermore
pressure measurements on CeCu5.5Au0.5 have shown that
disorder has no decisive role in this system [46]. The wide
TK distribution leads to a resistivity ρ that increases with
decreasing T due to the presence of magnetic moments with
TK < T and, for certain distributions, to a logarithmic T
dependence of C/T [44]. However, preliminary measurements
of ρ for CePd1−xNixAl with x = 0.144 show a decrease of ρ
with decreasing T below 5 K. We can therefore dismiss the
distribution of TK as a primary source of our experimental
observations.

To address the role of frustration concerning the QCP in
CePdAl, we first discuss this issue in terms of the HMM
model. While the magnetic structure of CePdAl is three
dimensional in nature with the ordering wave vector Q =
( 1

2 0 τ ), the specific heat C/T ∝ log(T0/T ) for x ≈ xc and
the linear TN(x) dependence are indeed in accord with 2D
AF quantum fluctuations in the HMM scenario. For a single
kagomé-like ab plane, the magnetic structure can be described
by ferromagnetic chains, as mentioned above, that couple
only weakly antiferromagnetically by the nnn interaction J2,
because of the frustration of the nn interactions J1 at the Ce(2)
sites [32,33].

With recurrence to the three-dimensional magnetic
structure of CePdAl [25,29] schematically shown in Fig. 5(a)
assuming for clarity τ = 1/3, we can try to identify possible
2D AF planes: (1) the kagomé-like ab planes [Fig. 5 (b)] cannot
be taken as origin of the two-dimensional antiferromagnetic

fluctuations because the interlayer exchange J⊥ between Ce
atoms is expected to be stronger than J2. (2) Taking J⊥ into
account, the magnetic order can be viewed [Fig. 5(c)] as a
stacking of ferromagnetic chains in the ab plane staggered
along the c direction and interrupted by the frustrated Ce(2)
moments, thus leading to 2D ferromagnetic planes oriented
roughly perpendicularly to Q. However, 2D ferromagnetic
fluctuations will in the HMM model give rise to a specific heat
C/T ∝ T − 1

3 , which is not supported by our data. (3) A triple-Q
structure is in principle compatible with the neutron-scattering
data [25]. However, the magnetic component τ along the c
direction is, in fact, incommensurate and varies slightly with
T (τ = 0.3535–0.3585 between 0.35 and 2.7 K) [29]. This
T -dependent incommensurability is not easy to explain within
a triple-Q structure expected to lock to τ = 1

3 . Furthermore,
2D magnetic structures are not formed in the triple-Q order of
CePdAl. (4) Planes spanned by the ferromagnetic chains in
the ab plane and the perpendicular c direction [Fig. 5 (d)]
are indeed antiferromagnetic. Because of the distortion of the
kagomé planes they are corrugated, and they are separated
by frustrated Ce(2) moments and could give rise to 2D AF
fluctuations. Hence of the possibilities listed, only the last
one presents a viable explanation for the C/T ∝ log (T0/T )
behavior.

In the classical case of an anisotropic 3D system ge-
ometric frustration might give way to strictly 2D order,
while in a quantum system zero-point fluctuations might
restore the original dimensionality [47]. This, however, is
not always the case. For example, it was shown in the
context of a Bose-Einstein condensation of magnetic triplets in
BaCuSi2O6 [48] that geometrical frustration yields a reduction
of the spatial dimensionality even close to the QCP [47,49].
The partial magnetic frustration in CePdAl appears to reduce
the dimensionality by forming frustrated planes from one third
of the Ce moments, decoupling the antiferromagnetic planes
of the other Ce moments as argued above. CePdAl might be a
unique example where frustration provides a rationale of how
a system might find its way from 3D magnetic ordering to 2D
criticality, a microscopic link that is missing for CeCu6−xAux ,
where the origin of 2D fluctuations remains unclear. Thus
CePdAl might also be a very promising candidate to test the
recent predictions for the 2D-3D crossover in terms of the
critical quasiparticle theory [50]. The deviations of TN(x) from
a linear x dependence close to xc (cf. Fig. 3) are compatible
with such a crossover.

While we have discussed the possibility of 2D fluctuations
confined to AF Ce(1) and Ce(3) planes, the intermediate frus-
trated planes of Ce(2) atoms certainly deserve attention in their
own right as well. Here we discuss the perspective of a 2D spin
liquid of these Ce(2) atoms that form a rectangular 2D lattice
(lattice constants d⊥ = 4.24 Å and dCe(2) = 7.2170 Å perpen-
dicular and parallel to the kagomè planes, respectively). Note
that these Ce(2) planes are not corrugated. There are several
arguments supporting the fascinating possibility of a 2D spin
liquid in CePdAl. First of all, no further phase transition below
TN occurs in zero field down to 30 mK as shown by detailed
NMR experiments [30]. Furthermore these measurements sug-
gest a gapless excitation spectrum for the paramagnetic third
of Ce ions, similar to the findings in the proposed spin liquid
ZnCu3(OH)6Cl2 [51]. Of course, the Kondo effect acting on
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FIG. 1. (Color online) (a) View of the ab plane of CePdAl. The
Ce and Pd(2) atoms form a plane at z = 0; the Al and Pd(1) atoms
form a plane at z = 1/2. (b) View of the ab plane, showing one
of the three symmetry-related magnetic structures as derived from
Ref. [25]. Only Ce atoms are shown for clarity. (c) Kagomé lattice
for comparison.

simulations [33]. Unfortunately, a model incorporating the
interplane coupling J⊥ to be compared with the experimentally
determined magnetic structure does not exist up to now. In
view of the incommensurate z component τ , even long-range
interactions might have to be taken into account. Previous work
on CePdAl showed that TN can be suppressed by hydrostatic
pressure [28] or partial substitution of Pd by Ni [34,35],
suggesting the possibility for a QCP.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CePd1−xNixAl were prepared
by arc-melting appropriate amounts of the pure elements Ce
(Ref. [36]), Pd(99.95), Ni(99.95), Al(99.999) under argon
atmosphere with titanium gettering. To achieve homogeneity,
the samples were remelted several times. The total weight
loss after preparation did not exceed 0.5%. The samples
were investigated in the as-cast state since annealing may
cause a structural change [37]. They were characterized by
powder x-ray diffraction, revealing the single-phase ZrNiAl
structure (P 62m) of the parent compounds. Atom absorption
spectroscopy was used to determine the actual Ni concen-
trations x that are quoted throughout this paper. The lattice
constants a and c and the unit-cell volume V approximately
follow Vegard’s law in the concentration range investigated
(x < 0.15). Specific-heat measurements were performed in the
temperature range 0.05 ! T " 2.5 K using the standard heat-
pulse technique. A Physical Properties Measurement System
(PPMS, Quantum Design) was used to obtain data at higher
temperatures for some samples. The dc magnetic susceptibility
χ was measured at 0.1 T in the zero-field-cooled field-heated

FIG. 2. (Color online) (a) Specific heat C of CePd1−xNixAl
plotted as C/T versus log T . (b) Specific heat C of CePd0.856Ni0.144Al
plotted as C/T versus T
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2 .

mode in a vibrating sample magnetometer (VSM, Oxford
Instruments). A sample-dependent residual background con-
tribution χ0 ≈ 2 × 10−4 µB/T f.u. independent of T was
subtracted from the data. Below 20 K, χ0 corresponds to <1%
of the total susceptibility χ .

III. RESULTS

The specific heat C is shown as C/T vs log T in Fig. 2(a).
The pure CePdAl compound exhibits a sharp anomaly at the
Néel temperature TN = 2.7 K in agreement with literature
data [38]. The anomaly broadens and moves to lower T with
increasing Ni content x indicating a suppression of the antifer-
romagnetic (AF) transition. For x = 0.144, the C/T vs log T
data follow a straight line in Fig. 2(a) over almost two decades
of temperature in the range 0.05 ! T ! 3 K, i.e., C/T =
a log(T0/T ), with a = 0.705 J/mol K2 and T0 = 11.7 K.
The non-Fermi-liquid behavior in the form of a logarithmic
divergence of C/T versus T extends over nearly two orders
of magnitude in T (0.05–3 K). The HMM model [12–14]
predicts for 2D AF fluctuations a logarithmic dependence of
C/T near the QCP as observed for CePd1−xNixAl, while the
HMM prediction for 3D antiferromagnets, C/T ∝ γ − a

√
T

for T → 0, is clearly not compatible with our data, as can be
seen from the plot of C/T vs

√
T in Fig. 2(b).

We use the specific-heat data to obtain TN as the tem-
perature where C(T ) is a maximum for low x. For larger
Ni concentrations, however, the small specific-heat anomaly
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FIG. 5. (Color online) (a) Three-dimensional magnetic structure
of CePdAl (only Ce atoms are shown) illustrating the ferromagnetic
chains in the ab plane along the b axis. (b) Kagomé-like ab planes.
(c) 2D ferromagnetic planes perpendicular to the magnetic ordering
wave vector Q. (d) 2D antiferromagnetic planes spanned by the
ferromagnetic chains in the ab plane and the perpendicular c direction
and separated by frustrated planes of Ce(2) atoms.

to the metal-insulator transition [43], and also observed in
some U alloys such as UCu5−xPdx (Ref. [44] and references
therein). In fact, a comparison of NMR and µSR experiments
for UCu5 with partial Cu/Pd substitution and CeCu6 with
partial Cu/Au substitution [45] showed decisive differences
in the type and degree of disorder, with the Ce system being
much less disordered compared to the U system. Furthermore
pressure measurements on CeCu5.5Au0.5 have shown that
disorder has no decisive role in this system [46]. The wide
TK distribution leads to a resistivity ρ that increases with
decreasing T due to the presence of magnetic moments with
TK < T and, for certain distributions, to a logarithmic T
dependence of C/T [44]. However, preliminary measurements
of ρ for CePd1−xNixAl with x = 0.144 show a decrease of ρ
with decreasing T below 5 K. We can therefore dismiss the
distribution of TK as a primary source of our experimental
observations.

To address the role of frustration concerning the QCP in
CePdAl, we first discuss this issue in terms of the HMM
model. While the magnetic structure of CePdAl is three
dimensional in nature with the ordering wave vector Q =
( 1

2 0 τ ), the specific heat C/T ∝ log(T0/T ) for x ≈ xc and
the linear TN(x) dependence are indeed in accord with 2D
AF quantum fluctuations in the HMM scenario. For a single
kagomé-like ab plane, the magnetic structure can be described
by ferromagnetic chains, as mentioned above, that couple
only weakly antiferromagnetically by the nnn interaction J2,
because of the frustration of the nn interactions J1 at the Ce(2)
sites [32,33].

With recurrence to the three-dimensional magnetic
structure of CePdAl [25,29] schematically shown in Fig. 5(a)
assuming for clarity τ = 1/3, we can try to identify possible
2D AF planes: (1) the kagomé-like ab planes [Fig. 5 (b)] cannot
be taken as origin of the two-dimensional antiferromagnetic

fluctuations because the interlayer exchange J⊥ between Ce
atoms is expected to be stronger than J2. (2) Taking J⊥ into
account, the magnetic order can be viewed [Fig. 5(c)] as a
stacking of ferromagnetic chains in the ab plane staggered
along the c direction and interrupted by the frustrated Ce(2)
moments, thus leading to 2D ferromagnetic planes oriented
roughly perpendicularly to Q. However, 2D ferromagnetic
fluctuations will in the HMM model give rise to a specific heat
C/T ∝ T − 1

3 , which is not supported by our data. (3) A triple-Q
structure is in principle compatible with the neutron-scattering
data [25]. However, the magnetic component τ along the c
direction is, in fact, incommensurate and varies slightly with
T (τ = 0.3535–0.3585 between 0.35 and 2.7 K) [29]. This
T -dependent incommensurability is not easy to explain within
a triple-Q structure expected to lock to τ = 1

3 . Furthermore,
2D magnetic structures are not formed in the triple-Q order of
CePdAl. (4) Planes spanned by the ferromagnetic chains in
the ab plane and the perpendicular c direction [Fig. 5 (d)]
are indeed antiferromagnetic. Because of the distortion of the
kagomé planes they are corrugated, and they are separated
by frustrated Ce(2) moments and could give rise to 2D AF
fluctuations. Hence of the possibilities listed, only the last
one presents a viable explanation for the C/T ∝ log (T0/T )
behavior.

In the classical case of an anisotropic 3D system ge-
ometric frustration might give way to strictly 2D order,
while in a quantum system zero-point fluctuations might
restore the original dimensionality [47]. This, however, is
not always the case. For example, it was shown in the
context of a Bose-Einstein condensation of magnetic triplets in
BaCuSi2O6 [48] that geometrical frustration yields a reduction
of the spatial dimensionality even close to the QCP [47,49].
The partial magnetic frustration in CePdAl appears to reduce
the dimensionality by forming frustrated planes from one third
of the Ce moments, decoupling the antiferromagnetic planes
of the other Ce moments as argued above. CePdAl might be a
unique example where frustration provides a rationale of how
a system might find its way from 3D magnetic ordering to 2D
criticality, a microscopic link that is missing for CeCu6−xAux ,
where the origin of 2D fluctuations remains unclear. Thus
CePdAl might also be a very promising candidate to test the
recent predictions for the 2D-3D crossover in terms of the
critical quasiparticle theory [50]. The deviations of TN(x) from
a linear x dependence close to xc (cf. Fig. 3) are compatible
with such a crossover.

While we have discussed the possibility of 2D fluctuations
confined to AF Ce(1) and Ce(3) planes, the intermediate frus-
trated planes of Ce(2) atoms certainly deserve attention in their
own right as well. Here we discuss the perspective of a 2D spin
liquid of these Ce(2) atoms that form a rectangular 2D lattice
(lattice constants d⊥ = 4.24 Å and dCe(2) = 7.2170 Å perpen-
dicular and parallel to the kagomè planes, respectively). Note
that these Ce(2) planes are not corrugated. There are several
arguments supporting the fascinating possibility of a 2D spin
liquid in CePdAl. First of all, no further phase transition below
TN occurs in zero field down to 30 mK as shown by detailed
NMR experiments [30]. Furthermore these measurements sug-
gest a gapless excitation spectrum for the paramagnetic third
of Ce ions, similar to the findings in the proposed spin liquid
ZnCu3(OH)6Cl2 [51]. Of course, the Kondo effect acting on
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FIG. 1. (Color online) (a) View of the ab plane of CePdAl. The
Ce and Pd(2) atoms form a plane at z = 0; the Al and Pd(1) atoms
form a plane at z = 1/2. (b) View of the ab plane, showing one
of the three symmetry-related magnetic structures as derived from
Ref. [25]. Only Ce atoms are shown for clarity. (c) Kagomé lattice
for comparison.

simulations [33]. Unfortunately, a model incorporating the
interplane coupling J⊥ to be compared with the experimentally
determined magnetic structure does not exist up to now. In
view of the incommensurate z component τ , even long-range
interactions might have to be taken into account. Previous work
on CePdAl showed that TN can be suppressed by hydrostatic
pressure [28] or partial substitution of Pd by Ni [34,35],
suggesting the possibility for a QCP.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CePd1−xNixAl were prepared
by arc-melting appropriate amounts of the pure elements Ce
(Ref. [36]), Pd(99.95), Ni(99.95), Al(99.999) under argon
atmosphere with titanium gettering. To achieve homogeneity,
the samples were remelted several times. The total weight
loss after preparation did not exceed 0.5%. The samples
were investigated in the as-cast state since annealing may
cause a structural change [37]. They were characterized by
powder x-ray diffraction, revealing the single-phase ZrNiAl
structure (P 62m) of the parent compounds. Atom absorption
spectroscopy was used to determine the actual Ni concen-
trations x that are quoted throughout this paper. The lattice
constants a and c and the unit-cell volume V approximately
follow Vegard’s law in the concentration range investigated
(x < 0.15). Specific-heat measurements were performed in the
temperature range 0.05 ! T " 2.5 K using the standard heat-
pulse technique. A Physical Properties Measurement System
(PPMS, Quantum Design) was used to obtain data at higher
temperatures for some samples. The dc magnetic susceptibility
χ was measured at 0.1 T in the zero-field-cooled field-heated

FIG. 2. (Color online) (a) Specific heat C of CePd1−xNixAl
plotted as C/T versus log T . (b) Specific heat C of CePd0.856Ni0.144Al
plotted as C/T versus T

1
2 .

mode in a vibrating sample magnetometer (VSM, Oxford
Instruments). A sample-dependent residual background con-
tribution χ0 ≈ 2 × 10−4 µB/T f.u. independent of T was
subtracted from the data. Below 20 K, χ0 corresponds to <1%
of the total susceptibility χ .

III. RESULTS

The specific heat C is shown as C/T vs log T in Fig. 2(a).
The pure CePdAl compound exhibits a sharp anomaly at the
Néel temperature TN = 2.7 K in agreement with literature
data [38]. The anomaly broadens and moves to lower T with
increasing Ni content x indicating a suppression of the antifer-
romagnetic (AF) transition. For x = 0.144, the C/T vs log T
data follow a straight line in Fig. 2(a) over almost two decades
of temperature in the range 0.05 ! T ! 3 K, i.e., C/T =
a log(T0/T ), with a = 0.705 J/mol K2 and T0 = 11.7 K.
The non-Fermi-liquid behavior in the form of a logarithmic
divergence of C/T versus T extends over nearly two orders
of magnitude in T (0.05–3 K). The HMM model [12–14]
predicts for 2D AF fluctuations a logarithmic dependence of
C/T near the QCP as observed for CePd1−xNixAl, while the
HMM prediction for 3D antiferromagnets, C/T ∝ γ − a

√
T

for T → 0, is clearly not compatible with our data, as can be
seen from the plot of C/T vs

√
T in Fig. 2(b).

We use the specific-heat data to obtain TN as the tem-
perature where C(T ) is a maximum for low x. For larger
Ni concentrations, however, the small specific-heat anomaly
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FIG. 5. (Color online) (a) Three-dimensional magnetic structure
of CePdAl (only Ce atoms are shown) illustrating the ferromagnetic
chains in the ab plane along the b axis. (b) Kagomé-like ab planes.
(c) 2D ferromagnetic planes perpendicular to the magnetic ordering
wave vector Q. (d) 2D antiferromagnetic planes spanned by the
ferromagnetic chains in the ab plane and the perpendicular c direction
and separated by frustrated planes of Ce(2) atoms.

to the metal-insulator transition [43], and also observed in
some U alloys such as UCu5−xPdx (Ref. [44] and references
therein). In fact, a comparison of NMR and µSR experiments
for UCu5 with partial Cu/Pd substitution and CeCu6 with
partial Cu/Au substitution [45] showed decisive differences
in the type and degree of disorder, with the Ce system being
much less disordered compared to the U system. Furthermore
pressure measurements on CeCu5.5Au0.5 have shown that
disorder has no decisive role in this system [46]. The wide
TK distribution leads to a resistivity ρ that increases with
decreasing T due to the presence of magnetic moments with
TK < T and, for certain distributions, to a logarithmic T
dependence of C/T [44]. However, preliminary measurements
of ρ for CePd1−xNixAl with x = 0.144 show a decrease of ρ
with decreasing T below 5 K. We can therefore dismiss the
distribution of TK as a primary source of our experimental
observations.

To address the role of frustration concerning the QCP in
CePdAl, we first discuss this issue in terms of the HMM
model. While the magnetic structure of CePdAl is three
dimensional in nature with the ordering wave vector Q =
( 1

2 0 τ ), the specific heat C/T ∝ log(T0/T ) for x ≈ xc and
the linear TN(x) dependence are indeed in accord with 2D
AF quantum fluctuations in the HMM scenario. For a single
kagomé-like ab plane, the magnetic structure can be described
by ferromagnetic chains, as mentioned above, that couple
only weakly antiferromagnetically by the nnn interaction J2,
because of the frustration of the nn interactions J1 at the Ce(2)
sites [32,33].

With recurrence to the three-dimensional magnetic
structure of CePdAl [25,29] schematically shown in Fig. 5(a)
assuming for clarity τ = 1/3, we can try to identify possible
2D AF planes: (1) the kagomé-like ab planes [Fig. 5 (b)] cannot
be taken as origin of the two-dimensional antiferromagnetic

fluctuations because the interlayer exchange J⊥ between Ce
atoms is expected to be stronger than J2. (2) Taking J⊥ into
account, the magnetic order can be viewed [Fig. 5(c)] as a
stacking of ferromagnetic chains in the ab plane staggered
along the c direction and interrupted by the frustrated Ce(2)
moments, thus leading to 2D ferromagnetic planes oriented
roughly perpendicularly to Q. However, 2D ferromagnetic
fluctuations will in the HMM model give rise to a specific heat
C/T ∝ T − 1

3 , which is not supported by our data. (3) A triple-Q
structure is in principle compatible with the neutron-scattering
data [25]. However, the magnetic component τ along the c
direction is, in fact, incommensurate and varies slightly with
T (τ = 0.3535–0.3585 between 0.35 and 2.7 K) [29]. This
T -dependent incommensurability is not easy to explain within
a triple-Q structure expected to lock to τ = 1

3 . Furthermore,
2D magnetic structures are not formed in the triple-Q order of
CePdAl. (4) Planes spanned by the ferromagnetic chains in
the ab plane and the perpendicular c direction [Fig. 5 (d)]
are indeed antiferromagnetic. Because of the distortion of the
kagomé planes they are corrugated, and they are separated
by frustrated Ce(2) moments and could give rise to 2D AF
fluctuations. Hence of the possibilities listed, only the last
one presents a viable explanation for the C/T ∝ log (T0/T )
behavior.

In the classical case of an anisotropic 3D system ge-
ometric frustration might give way to strictly 2D order,
while in a quantum system zero-point fluctuations might
restore the original dimensionality [47]. This, however, is
not always the case. For example, it was shown in the
context of a Bose-Einstein condensation of magnetic triplets in
BaCuSi2O6 [48] that geometrical frustration yields a reduction
of the spatial dimensionality even close to the QCP [47,49].
The partial magnetic frustration in CePdAl appears to reduce
the dimensionality by forming frustrated planes from one third
of the Ce moments, decoupling the antiferromagnetic planes
of the other Ce moments as argued above. CePdAl might be a
unique example where frustration provides a rationale of how
a system might find its way from 3D magnetic ordering to 2D
criticality, a microscopic link that is missing for CeCu6−xAux ,
where the origin of 2D fluctuations remains unclear. Thus
CePdAl might also be a very promising candidate to test the
recent predictions for the 2D-3D crossover in terms of the
critical quasiparticle theory [50]. The deviations of TN(x) from
a linear x dependence close to xc (cf. Fig. 3) are compatible
with such a crossover.

While we have discussed the possibility of 2D fluctuations
confined to AF Ce(1) and Ce(3) planes, the intermediate frus-
trated planes of Ce(2) atoms certainly deserve attention in their
own right as well. Here we discuss the perspective of a 2D spin
liquid of these Ce(2) atoms that form a rectangular 2D lattice
(lattice constants d⊥ = 4.24 Å and dCe(2) = 7.2170 Å perpen-
dicular and parallel to the kagomè planes, respectively). Note
that these Ce(2) planes are not corrugated. There are several
arguments supporting the fascinating possibility of a 2D spin
liquid in CePdAl. First of all, no further phase transition below
TN occurs in zero field down to 30 mK as shown by detailed
NMR experiments [30]. Furthermore these measurements sug-
gest a gapless excitation spectrum for the paramagnetic third
of Ce ions, similar to the findings in the proposed spin liquid
ZnCu3(OH)6Cl2 [51]. Of course, the Kondo effect acting on
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cates that the hyperfine interaction between the 27Al nuclei
and the surrounding Ce moments is constant above TN, even
around the maximum of the Knight shift. The estimated hy-
perfine interaction !Ahf" is 2.47 kOe /!B. Below TN, the plot
starts to deviate slightly from the linear relation as the sus-
ceptibility becomes larger than the value expected for the
linear relation. The deviation might be due to impurity ef-
fects.

Figure 7 shows the relaxation rate T 1
−1 as a function of

temperature. The peak at 2.7 K indicates the magnetic phase
transition. The rate T 1

−1 increases gradually with decreasing
temperature above TN, while T 1

−1 decreases steeply below
TN. The dotted line shows the "T curve. Between TN and
30 K, T 1

−1 is not proportional to "T, suggesting the develop-
ment of short range correlations.

The temperature dependence of T 1
−1 below TN is well

described by the fitting curve T 1
−1=AT+BT3, with

A=9.5 s−1 K−1 and B=11 s−1 K−3, as shown by the solid line
in Fig. 7. Below 0.2 K, T 1

−1 approaches a T-linear relation,
which suggests the existence of continuous low-lying excited
states.

IV. ANALYSIS AND DISCUSSION

A. Magnetic structure at 0 K

As mentioned in the Introduction, whether 1 /3 of the Ce
moments remain paramagnetic down to 0 K is the crucial
issue. In this section, we first discuss whether the NMR spec-
tra are compatible with the magnetic structure proposed by
Keller et al. Second, we investigate the low temperature
properties of the paramagnetic moments and discuss the
magnetic structure at 0 K.

First we simulate the NMR spectra. The total Hamiltonian
for a 27Al nucleus is

H = − #N$HIz! +
e2qQ

4I!2I − 1"
#!3Iz

2 − I2" + %!Ix
2 − Iy

2"$ , !3"

where #N is the nuclear gyromagnetic ratio of 27Al, I is the
nuclear spin operator, eQ is the quadrupole moment of the

nucleus, eq is the electric field gradient, and % is the asym-
metry parameter. H is the sum of the applied magnetic field
and the internal field; H=H0+Hint. The suffix z means the
principal axis of the electric field gradient, i.e., the c axis,
and z! means the direction of the total field at Al sites. We
note that the direction of the applied magnetic field does not
correspond to the principal axis of the electric field gradient
in general. The electric quadrupole frequency, &Q
=3e2qQ / #2I!2I−1"h$, and % have been estimated to be &Q
=0.542 MHz and %=0.27 in our previous work.14 We diag-
onalize the Hamiltonian to obtain eigenvalues and eigenvec-
tors numerically. Using the obtained eigenvalues and eigen-
vectors, NMR spectra are obtained as the resonance energy
between the energy levels for 'Iz= (1. The spectrum in Fig.
8!a" shows the simulated and the experimental spectra at
3.02 K above TN. The experimental spin echo spectra are
shown as thick lines and the simulated spectra are shown as
thin solid lines. The simulated spectra agree well with the
observed spectra. The internal field Hint is zero, and the five
peaks come from the quadrupole effects for I=5 /2.

Figure 8!b" shows the simulated and observed spectra at
1.57 K below TN. In order to simulate the NMR spectra in
the ordered state, we assume that the magnetic structure is
partially ordered and the propagating vector is %1 /2,0 ,0.35&,
as proposed based on neutron diffraction measurements.15

The internal field Hint at 27Al sites is considered to be origi-
nated from the surrounding ordered Ce moments through
transferred hyperfine and dipolar interactions. We assume
that the transferred hyperfine interactions !THI" are isotropic
and we ignore the contribution from 1 /3 of the paramagnetic
moments, as will be discussed later. We take into account
only the nearest neighbor 6 Ce moments for the THI. The
dipolar field is estimated as the sum of the contributions
from the Ce moments in 20)20)20 unit cells. The shift of
the resonant field and the magnitude of the THI are used as
fitting parameters in the simulation. The distinct seven peaks
in Fig. 8!b" are explained by the simulation as follows. The
simulation demonstrates that there are three groups of Al
sites in the partially ordered states, although there are many
kinds of Al sites with slightly different internal fields in each
group because of the incommensurate structure. The internal
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FIG. 7. Temperature dependence of the relaxation rate T 1
−1 be-

tween 30 mK and 100 K. The solid line shows the fitting curve
T 1

−1=AT+BT3, where A and B are fitting parameters. The dotted
line shows the "T curve.
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FIG. 8. NMR spectra at 3.02 K and 1.57 K. The thick lines are
the experimental spin echo spectra and the thin solid lines are the
simulated spectra.
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FIG. 1. (Color online) (a) View of the ab plane of CePdAl. The
Ce and Pd(2) atoms form a plane at z = 0; the Al and Pd(1) atoms
form a plane at z = 1/2. (b) View of the ab plane, showing one
of the three symmetry-related magnetic structures as derived from
Ref. [25]. Only Ce atoms are shown for clarity. (c) Kagomé lattice
for comparison.

simulations [33]. Unfortunately, a model incorporating the
interplane coupling J⊥ to be compared with the experimentally
determined magnetic structure does not exist up to now. In
view of the incommensurate z component τ , even long-range
interactions might have to be taken into account. Previous work
on CePdAl showed that TN can be suppressed by hydrostatic
pressure [28] or partial substitution of Pd by Ni [34,35],
suggesting the possibility for a QCP.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CePd1−xNixAl were prepared
by arc-melting appropriate amounts of the pure elements Ce
(Ref. [36]), Pd(99.95), Ni(99.95), Al(99.999) under argon
atmosphere with titanium gettering. To achieve homogeneity,
the samples were remelted several times. The total weight
loss after preparation did not exceed 0.5%. The samples
were investigated in the as-cast state since annealing may
cause a structural change [37]. They were characterized by
powder x-ray diffraction, revealing the single-phase ZrNiAl
structure (P 62m) of the parent compounds. Atom absorption
spectroscopy was used to determine the actual Ni concen-
trations x that are quoted throughout this paper. The lattice
constants a and c and the unit-cell volume V approximately
follow Vegard’s law in the concentration range investigated
(x < 0.15). Specific-heat measurements were performed in the
temperature range 0.05 ! T " 2.5 K using the standard heat-
pulse technique. A Physical Properties Measurement System
(PPMS, Quantum Design) was used to obtain data at higher
temperatures for some samples. The dc magnetic susceptibility
χ was measured at 0.1 T in the zero-field-cooled field-heated

FIG. 2. (Color online) (a) Specific heat C of CePd1−xNixAl
plotted as C/T versus log T . (b) Specific heat C of CePd0.856Ni0.144Al
plotted as C/T versus T

1
2 .

mode in a vibrating sample magnetometer (VSM, Oxford
Instruments). A sample-dependent residual background con-
tribution χ0 ≈ 2 × 10−4 µB/T f.u. independent of T was
subtracted from the data. Below 20 K, χ0 corresponds to <1%
of the total susceptibility χ .

III. RESULTS

The specific heat C is shown as C/T vs log T in Fig. 2(a).
The pure CePdAl compound exhibits a sharp anomaly at the
Néel temperature TN = 2.7 K in agreement with literature
data [38]. The anomaly broadens and moves to lower T with
increasing Ni content x indicating a suppression of the antifer-
romagnetic (AF) transition. For x = 0.144, the C/T vs log T
data follow a straight line in Fig. 2(a) over almost two decades
of temperature in the range 0.05 ! T ! 3 K, i.e., C/T =
a log(T0/T ), with a = 0.705 J/mol K2 and T0 = 11.7 K.
The non-Fermi-liquid behavior in the form of a logarithmic
divergence of C/T versus T extends over nearly two orders
of magnitude in T (0.05–3 K). The HMM model [12–14]
predicts for 2D AF fluctuations a logarithmic dependence of
C/T near the QCP as observed for CePd1−xNixAl, while the
HMM prediction for 3D antiferromagnets, C/T ∝ γ − a

√
T

for T → 0, is clearly not compatible with our data, as can be
seen from the plot of C/T vs

√
T in Fig. 2(b).

We use the specific-heat data to obtain TN as the tem-
perature where C(T ) is a maximum for low x. For larger
Ni concentrations, however, the small specific-heat anomaly
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FIG. 5. (Color online) (a) Three-dimensional magnetic structure
of CePdAl (only Ce atoms are shown) illustrating the ferromagnetic
chains in the ab plane along the b axis. (b) Kagomé-like ab planes.
(c) 2D ferromagnetic planes perpendicular to the magnetic ordering
wave vector Q. (d) 2D antiferromagnetic planes spanned by the
ferromagnetic chains in the ab plane and the perpendicular c direction
and separated by frustrated planes of Ce(2) atoms.

to the metal-insulator transition [43], and also observed in
some U alloys such as UCu5−xPdx (Ref. [44] and references
therein). In fact, a comparison of NMR and µSR experiments
for UCu5 with partial Cu/Pd substitution and CeCu6 with
partial Cu/Au substitution [45] showed decisive differences
in the type and degree of disorder, with the Ce system being
much less disordered compared to the U system. Furthermore
pressure measurements on CeCu5.5Au0.5 have shown that
disorder has no decisive role in this system [46]. The wide
TK distribution leads to a resistivity ρ that increases with
decreasing T due to the presence of magnetic moments with
TK < T and, for certain distributions, to a logarithmic T
dependence of C/T [44]. However, preliminary measurements
of ρ for CePd1−xNixAl with x = 0.144 show a decrease of ρ
with decreasing T below 5 K. We can therefore dismiss the
distribution of TK as a primary source of our experimental
observations.

To address the role of frustration concerning the QCP in
CePdAl, we first discuss this issue in terms of the HMM
model. While the magnetic structure of CePdAl is three
dimensional in nature with the ordering wave vector Q =
( 1

2 0 τ ), the specific heat C/T ∝ log(T0/T ) for x ≈ xc and
the linear TN(x) dependence are indeed in accord with 2D
AF quantum fluctuations in the HMM scenario. For a single
kagomé-like ab plane, the magnetic structure can be described
by ferromagnetic chains, as mentioned above, that couple
only weakly antiferromagnetically by the nnn interaction J2,
because of the frustration of the nn interactions J1 at the Ce(2)
sites [32,33].

With recurrence to the three-dimensional magnetic
structure of CePdAl [25,29] schematically shown in Fig. 5(a)
assuming for clarity τ = 1/3, we can try to identify possible
2D AF planes: (1) the kagomé-like ab planes [Fig. 5 (b)] cannot
be taken as origin of the two-dimensional antiferromagnetic

fluctuations because the interlayer exchange J⊥ between Ce
atoms is expected to be stronger than J2. (2) Taking J⊥ into
account, the magnetic order can be viewed [Fig. 5(c)] as a
stacking of ferromagnetic chains in the ab plane staggered
along the c direction and interrupted by the frustrated Ce(2)
moments, thus leading to 2D ferromagnetic planes oriented
roughly perpendicularly to Q. However, 2D ferromagnetic
fluctuations will in the HMM model give rise to a specific heat
C/T ∝ T − 1

3 , which is not supported by our data. (3) A triple-Q
structure is in principle compatible with the neutron-scattering
data [25]. However, the magnetic component τ along the c
direction is, in fact, incommensurate and varies slightly with
T (τ = 0.3535–0.3585 between 0.35 and 2.7 K) [29]. This
T -dependent incommensurability is not easy to explain within
a triple-Q structure expected to lock to τ = 1

3 . Furthermore,
2D magnetic structures are not formed in the triple-Q order of
CePdAl. (4) Planes spanned by the ferromagnetic chains in
the ab plane and the perpendicular c direction [Fig. 5 (d)]
are indeed antiferromagnetic. Because of the distortion of the
kagomé planes they are corrugated, and they are separated
by frustrated Ce(2) moments and could give rise to 2D AF
fluctuations. Hence of the possibilities listed, only the last
one presents a viable explanation for the C/T ∝ log (T0/T )
behavior.

In the classical case of an anisotropic 3D system ge-
ometric frustration might give way to strictly 2D order,
while in a quantum system zero-point fluctuations might
restore the original dimensionality [47]. This, however, is
not always the case. For example, it was shown in the
context of a Bose-Einstein condensation of magnetic triplets in
BaCuSi2O6 [48] that geometrical frustration yields a reduction
of the spatial dimensionality even close to the QCP [47,49].
The partial magnetic frustration in CePdAl appears to reduce
the dimensionality by forming frustrated planes from one third
of the Ce moments, decoupling the antiferromagnetic planes
of the other Ce moments as argued above. CePdAl might be a
unique example where frustration provides a rationale of how
a system might find its way from 3D magnetic ordering to 2D
criticality, a microscopic link that is missing for CeCu6−xAux ,
where the origin of 2D fluctuations remains unclear. Thus
CePdAl might also be a very promising candidate to test the
recent predictions for the 2D-3D crossover in terms of the
critical quasiparticle theory [50]. The deviations of TN(x) from
a linear x dependence close to xc (cf. Fig. 3) are compatible
with such a crossover.

While we have discussed the possibility of 2D fluctuations
confined to AF Ce(1) and Ce(3) planes, the intermediate frus-
trated planes of Ce(2) atoms certainly deserve attention in their
own right as well. Here we discuss the perspective of a 2D spin
liquid of these Ce(2) atoms that form a rectangular 2D lattice
(lattice constants d⊥ = 4.24 Å and dCe(2) = 7.2170 Å perpen-
dicular and parallel to the kagomè planes, respectively). Note
that these Ce(2) planes are not corrugated. There are several
arguments supporting the fascinating possibility of a 2D spin
liquid in CePdAl. First of all, no further phase transition below
TN occurs in zero field down to 30 mK as shown by detailed
NMR experiments [30]. Furthermore these measurements sug-
gest a gapless excitation spectrum for the paramagnetic third
of Ce ions, similar to the findings in the proposed spin liquid
ZnCu3(OH)6Cl2 [51]. Of course, the Kondo effect acting on
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FIG. 1. (Color online) (a) View of the ab plane of CePdAl. The
Ce and Pd(2) atoms form a plane at z = 0; the Al and Pd(1) atoms
form a plane at z = 1/2. (b) View of the ab plane, showing one
of the three symmetry-related magnetic structures as derived from
Ref. [25]. Only Ce atoms are shown for clarity. (c) Kagomé lattice
for comparison.

simulations [33]. Unfortunately, a model incorporating the
interplane coupling J⊥ to be compared with the experimentally
determined magnetic structure does not exist up to now. In
view of the incommensurate z component τ , even long-range
interactions might have to be taken into account. Previous work
on CePdAl showed that TN can be suppressed by hydrostatic
pressure [28] or partial substitution of Pd by Ni [34,35],
suggesting the possibility for a QCP.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CePd1−xNixAl were prepared
by arc-melting appropriate amounts of the pure elements Ce
(Ref. [36]), Pd(99.95), Ni(99.95), Al(99.999) under argon
atmosphere with titanium gettering. To achieve homogeneity,
the samples were remelted several times. The total weight
loss after preparation did not exceed 0.5%. The samples
were investigated in the as-cast state since annealing may
cause a structural change [37]. They were characterized by
powder x-ray diffraction, revealing the single-phase ZrNiAl
structure (P 62m) of the parent compounds. Atom absorption
spectroscopy was used to determine the actual Ni concen-
trations x that are quoted throughout this paper. The lattice
constants a and c and the unit-cell volume V approximately
follow Vegard’s law in the concentration range investigated
(x < 0.15). Specific-heat measurements were performed in the
temperature range 0.05 ! T " 2.5 K using the standard heat-
pulse technique. A Physical Properties Measurement System
(PPMS, Quantum Design) was used to obtain data at higher
temperatures for some samples. The dc magnetic susceptibility
χ was measured at 0.1 T in the zero-field-cooled field-heated

FIG. 2. (Color online) (a) Specific heat C of CePd1−xNixAl
plotted as C/T versus log T . (b) Specific heat C of CePd0.856Ni0.144Al
plotted as C/T versus T

1
2 .

mode in a vibrating sample magnetometer (VSM, Oxford
Instruments). A sample-dependent residual background con-
tribution χ0 ≈ 2 × 10−4 µB/T f.u. independent of T was
subtracted from the data. Below 20 K, χ0 corresponds to <1%
of the total susceptibility χ .

III. RESULTS

The specific heat C is shown as C/T vs log T in Fig. 2(a).
The pure CePdAl compound exhibits a sharp anomaly at the
Néel temperature TN = 2.7 K in agreement with literature
data [38]. The anomaly broadens and moves to lower T with
increasing Ni content x indicating a suppression of the antifer-
romagnetic (AF) transition. For x = 0.144, the C/T vs log T
data follow a straight line in Fig. 2(a) over almost two decades
of temperature in the range 0.05 ! T ! 3 K, i.e., C/T =
a log(T0/T ), with a = 0.705 J/mol K2 and T0 = 11.7 K.
The non-Fermi-liquid behavior in the form of a logarithmic
divergence of C/T versus T extends over nearly two orders
of magnitude in T (0.05–3 K). The HMM model [12–14]
predicts for 2D AF fluctuations a logarithmic dependence of
C/T near the QCP as observed for CePd1−xNixAl, while the
HMM prediction for 3D antiferromagnets, C/T ∝ γ − a

√
T

for T → 0, is clearly not compatible with our data, as can be
seen from the plot of C/T vs

√
T in Fig. 2(b).

We use the specific-heat data to obtain TN as the tem-
perature where C(T ) is a maximum for low x. For larger
Ni concentrations, however, the small specific-heat anomaly

054416-2

V. Fritsch et al, PRB 89, 054416 (2014)

Kagome Frustration drives formation of magnetic sheets breaking equivalence between Ce sites. 

-ve Pressure leads 
to AFM QCP

V. Fritsch et al, PRB 89, 054416 (2014)
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Open Challenges.
Heavy Fermion QCPs:  a new kind of 
quantum criticality demands a new kind of 
understanding.

Needed: Explanation of universality of 


C/T ~ Log(T0/T),    ρ ~ T1+α 

Co-existence heavy fermions & LM AFM = 
Two fluid behavior?

Role of Frustration?





1. Magnetism and Superconductivity: a remarkable convergence. 

2. Glue vs Fabric: Good, Bad and Ugly Heavy Fermion Superconductors.  

3. The 115 paradox. 

4. Composite pairing hypothesis.

The Physics of Heavy Fermion 
Superconductivity



Magnetism and Superconductivity:

A remarkable convergence
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an increase in effective moment should go hand
in hand with a decrease of the superconducting
transition temperature does not work at all. In-
stead, the depression of the superconductivity
seems to be correlated only with the spin of the
solute atoms. (The anomalous behavior of ce-
rium is probably caused by the rather easy shift
of part of the 4f electron into the 5d band; this
occurs in the pure metal at low temperature or
under pressure. )
The change in the superconducting transition

temperature of lanthanum caused by varying the
dissolved amounts of gadolinium was investigat-
ed in more detail and the results are shown in
Fig. 3. The superconducting transition tempera-

0:.
La Ce Pr Nd

aP
Prn Srn Eu Gd Tb Dy Ho Er Trn Yb Lu

FIG. l. Effective magnetic moments and spins of the
rare earth elements (see reference 2).

The effective magnetic moments of the rare
earth elements follow Van Vleck's well-known
curve, ' Fig. 1. These moments, which originate
in the low-lying 4f shell, are usually assumed
to remain undisturbed in almost all chemi. cal
compounds which include these elements. It was
therefore our hope that by dissolving small
amounts of the magnetic rare earth elements in
lanthanum, the superconducting transition would
be affected by the dipole field from the moment
of the rare earth atoms. In Fig. 2 we show the
superconducting transitions of lanthanum samples
in which 1 at.% of various rare earth elements
has been dissolved. It is immediately apparent
from. these data that the simple assumption that

LU

O

0
La Ce Pr Nd Pm Sm Eu Gd Tb Dg Ho Er Trn Yb Lu

FIG. 2. Superconducting transition temperatures of
1 at 90 rare earth solid solutions in lanthanum.

—SUPERCONDUCTI NG
TRA N SIT I ON

FERROMAGNETIC
CURIEPOINT

~
00 4 5 6

PER CENT Gd

FIG. 3. Ferromagnetic and superconducting tran-
sition temperatures of solid solutions of gadolinium
in lanthanum.

ture seems to be a strictly linear function of the
amounts of dissolved gadolinium. 2.5 at.% or
more of gadolinium in lanthanum causes this
solid solution to become ferromagnetic above
1'K. The Curie points within this range are an
approximately linear function of the percentage
of gadolinium. This suggests the presence of a
coupling which aligns the moments spontaneous-
ly in these materials and which is different from
overlap exchange forces usually considered
since the coupling extends over several lattice
spacings and is proportional in magnitude to the
amount of gadolinium added. By dissolving ga-
dolinium in yttrium, a nonsuperconducting metal,
only moderate paramagnetism was observed and
solid solutions with even as much as 10 at.$
gadolinium did not show any ferromagnetism. On
the other hand, solid solutions of gadolinium in
thorium, another superconductor, were again
ferromagnetic.
These data suggest that an exchange over con-

duction electrons' leading to ferromagnetism is
easy to bring about in an element which by itself
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from the data. The results are given in Table I.

Table I. Electron spin resonance results for NH,
and ND~

Radical A (Mc/sec) B (Mc/sec)

NH2
ND2

67.03(20)
10.27 (20)

28.90(20)
33.28(20)

2.00481 (8)
2.00466 (8)

l I I
5240 52SO 3260

OERSTEDS

NH~ ~
I

t I
I I
I I

I I I

5280 5290 5500

THEORETICAL
PA TTERN

~ND2

FIG. 2. Electron spin resonance spectrum of ND
in an argon matrix at 4. 2 K. Also present are
spectra of D and NH2 and weak traces of NHD.

The ratio of the hydrogenic coupling constants,
/A = 6.526, is in excellent agreement with

the predicted ratio, gi(H)/gr(D) = 6.514. The
difference between the values for the nitrogen
coupling constants is unexpected, indicating that
the electronic wave functions for the two radi-
cals are somewhat different. It is clear that the
inclusion of higher-order terms in the solution
of the spin Hamiltonian would not bring the B
values into closer agreement. Apparently, the
hyperfine interaction with the nitrogen atom is
rather sensitive to some small perturbation in
the electronic state. Thus far, we have been un-
able to account for the discrepancy by consider-
ing zero-point vibration and the differences in
the rotational states of these molecules.

coupling constants were evaluated, as discussed
later, and the complete spectrum calculated.
The predicted positions of the spectral lines are
indicated in the bottom of the figure. Eleven of
the lines are clearly recognized in the record-
ing. The others are too close to other lines to be
resolved. In addition, one sees the center deu-
terium atom line, slight traces of NHD, and
several lines from NH, arising from some re-
manent NH, in the system. The lines of NH, and
ND, were recorded individually on expanded
sweeps to determine their field positions with
high precision.
If one solves the spin Hamiltonian for the mag-

netic energy, 8', to the first order approxima-
tion, one obtain, s

W=M g p, ,H+AM Zm. + BM M (N)J z z J I
+p, H g gm. +g (N)M (N)I g z I

where m. is the nuclear magnetic quantum num-
ber of hydrogen (+ 1/2) in the case of NH, or ofz

deuterium (1,0, -1) in the case of ND„and the
other symbols have their usual significance.
The hyperfine coupling constants A and B and
the electronic g -factor, g, can be calculated

+ This work supported by Bureau of Ordnance, De-
partment of the Navy.
Jen, Foner, Cochran, and Bowers, Phys. Hev.

104, 846 (1956).
2 Foner, Jen, Cochran, and Bowers, J. Chem. Phys.

28, 851 (1958).
' Jen, Foner, Cochran, and Bowers, (to be publish-

ed) .

SPIN EXCHANGE IN SUPERCONDUCTORS

B. T. Matthias, H. Suhl, and E. Corenzwit
Bell Telephone Laboratories,
Murray Hill, New Jersey
(Received July 15, 1958)

The only known superconductor among the rare
earth elements is lanthanum. The elements fol-
lowing lanthanum in the periodic system are
either strongly paramagnetic or ferromagnetic,
with magnetic moments which are due to their
4f electrons. In lutetium, 14 electrons have
filled this 4f shell entirely and the element does
not show pronounced paramagnetism. Lutetium,
however, is not superconducting above 1.02'K
because its metallic radius has become much
smaller and at the same time it is much heavier
than lanthanum.
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Superconductivity

Spin paramagnetism is BAD!

1% mag impurities usually kill Tc

1925 Pauli

SPIN



PL
AN

C
K 

EI
N

ST
EI

N
 Q

U
AN

TU
M

 

1906 Weiss

 FM

Re
se

ar
ch

 A
re

a

\

1931

Resistance Minimum

Year

Magnetism and Superconductivity

Magnetism

1963

Kondo Theory

1911

   Hg

Discovery of SC

1933

Meissner 

Effect

1957 BCS 

Theory

1933 Landau Neel

AFM1925 Pauli


SPIN

1911/21

Bohr 

van Leeuwen

1972

He-3


(Superfluid)

After K. Miyake

Superconductivity



PL
AN

C
K 

EI
N

ST
EI

N
 Q

U
AN

TU
M

 

1906 Weiss

 FM

Re
se

ar
ch

 A
re

a

\

1931

Resistance Minimum

Year

Magnetism and Superconductivity

Magnetism

1963

Kondo Theory

1911

   Hg

Discovery of SC

1933

Meissner 

Effect

1957 BCS 

Theory

1933 Landau Neel

AFM1925 Pauli


SPIN

1911/21

Bohr 

van Leeuwen

1972

He-3


(Superfluid)

After K. Miyake

Superconductivity



PL
AN

C
K 

EI
N

ST
EI

N
 Q

U
AN

TU
M

 

1906 Weiss

 FM

Re
se

ar
ch

 A
re

a

\

1931

Resistance Minimum

Year

Magnetism and Superconductivity

Magnetism

1963

Kondo Theory

1911

   Hg

Discovery of SC

1933

Meissner 

Effect

1957 BCS 

Theory

1933 Landau Neel

AFM1925 Pauli


SPIN

1911/21

Bohr 

van Leeuwen

1972

He-3


(Superfluid)

After K. Miyake

UBe13

Superconductivity



PL
AN

C
K 

EI
N

ST
EI

N
 Q

U
AN

TU
M

 

1906 Weiss

 FM

Re
se

ar
ch

 A
re

a

\

1931

Resistance Minimum

Year

Magnetism and Superconductivity

Magnetism

1963

Kondo Theory

1911

   Hg

Discovery of SC

1933

Meissner 

Effect

1957 BCS 

Theory

1933 Landau Neel

AFM1925 Pauli


SPIN

1911/21

Bohr 

van Leeuwen

1972

He-3


(Superfluid)

After K. Miyake

UBe13

SuperconductivityWe tried to detect any possible magnetic ordering

below 1K. Instead we found a sharp superconducting

transition at 0.97K, which was reduced by about

0.3K only in a field of 60kOe. 


                   	 	            Bell Labs, NJ 1973



PL
AN

C
K 

EI
N

ST
EI

N
 Q

U
AN

TU
M

 

1906 Weiss

 FM

Re
se

ar
ch

 A
re

a

\

1931

Resistance Minimum

Year

Magnetism and Superconductivity

Magnetism

1963

Kondo Theory

1911

   Hg

Discovery of SC

1933

Meissner 

Effect

1957 BCS 

Theory

1933 Landau Neel

AFM1925 Pauli


SPIN

1911/21

Bohr 

van Leeuwen

1972

He-3


(Superfluid)

After K. Miyake

UBe13

SuperconductivityWe tried to detect any possible magnetic ordering

below 1K. Instead we found a sharp superconducting

transition at 0.97K, which was reduced by about

0.3K only in a field of 60kOe. 


                   	 	            Bell Labs, NJ 1973

	 	 	   This suggests that the

superconductivity is not an intrinsic property of

UBe13.                                          



PL
AN

C
K 

EI
N

ST
EI

N
 Q

U
AN

TU
M

 

1906 Weiss

 FM

Re
se

ar
ch

 A
re

a

\

1931

Resistance Minimum

Year

Magnetism and Superconductivity

Magnetism

1963

Kondo Theory

1911

   Hg

Discovery of SC

1933

Meissner 

Effect

1957 BCS 

Theory

1933 Landau Neel

AFM1925 Pauli


SPIN

1911/21

Bohr 

van Leeuwen

1972

He-3


(Superfluid)

After K. Miyake

UBe13

SuperconductivityWe tried to detect any possible magnetic ordering

below 1K. Instead we found a sharp superconducting

transition at 0.97K, which was reduced by about

0.3K only in a field of 60kOe. 


                   	 	            Bell Labs, NJ 1973

	 	 	   This suggests that the

superconductivity is not an intrinsic property of

UBe13.                                          

Steglich

1979



VOLUME 437 NUMBER 25 PHYSICAL REVIEW LETTERS 17 DECEMBER 1979

after annealing to 20 K, lnR- T ' ' was found.
These films did not exhibit superconductivity as
measured resistively down to the lowest temper-
atures attainable (T- 1.5 K).
The above-described behavior suggests that

the Hg-Xe system exhibits a metal-nonmetal
transition which occurs with a dependence on con-
centration and with a critical concentration close
to that of continuous percolation in 3D. Beyond
the percolation threshold, the systems acquire a
negative TCR but are still superconductors. With
further increase in Xe concentration, a regime
in which the conductivity is dominated by hopping
is entered. The approach to an insulating config-
uration beyond the percolation threshold is prob-
ably the Mott-Anderson transition of Refs. 2-4
and is accompanied by the eventual disappearance
of superconductivity as determined resistively.
The authors would like to thank R. Mikkelson

for many helpful discussions. This work was
supported by the U. S. Department of Energy un-
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interest has shifted to materials in which ferro-
magnetism and superconductivity occur at differ-
ent temperatures, either because of the addition

A comparison was made between four low-temperature properties of LaCu2Si2 and
CeCu&Si&. Whereas LaCu&Si& behaves like a normal metal, CeCu&Si& shows (i) low-tem-
perature anomalies typical of "unstable 4f shell" behavior and (io a transition into a
superconducting state at T, ~ 0.5 K. Our experiments demonstrate for the first time
that superconductivity can exist in a metal in which many-body interactions, probably
magnetic in origin, have strongly renormalized the properties of the conduction-elec-
tron gas.

The relationship between different collective
phenomena in metals has continued to interest
both experimentalists and theorists. Recent

1892 1979 The American Physical Society
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A comparison was made between four low-temperature properties of LaCu2Si2 and
CeCu&Si&. Whereas LaCu&Si& behaves like a normal metal, CeCu&Si& shows (i) low-tem-
perature anomalies typical of "unstable 4f shell" behavior and (io a transition into a
superconducting state at T, ~ 0.5 K. Our experiments demonstrate for the first time
that superconductivity can exist in a metal in which many-body interactions, probably
magnetic in origin, have strongly renormalized the properties of the conduction-elec-
tron gas.

The relationship between different collective
phenomena in metals has continued to interest
both experimentalists and theorists. Recent
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of magnetic impurities to a superconducting host'
or because the magnetism is intrinsic to the loca-
lized 4f electrons of a rare-earth constituent,
such as Er, in a superconducting compound. '
There is also much interest in materials in which
either superconductivity or magnetism interferes
with a third kind of collective phenomenon, i.e.,
the Kondo or intermediate-valence phenomenon,
which occurs in metals containing rare earths
with less localized 4f electrons, such as Ce. It
results from an "instability of the 4f shell" (name-
ly, of the 4f magnetic moment and sometimes
also of the 4f occupation number) and is charac-
terized by distinct low-temperature anomalies in
the magnetic and electronic transport properties.
%hile Ce impurities can strongly influence the
intrinsic properties of a superconducting host, '
in certain Ce compounds, e.g. , CeAl„a Kondo-
type phenomenon seems to coexist with long-
range antiferromagnetism. '
In this Letter, we report low-temperature ob-

servations of the resistivity, specific heat, low-
field ac susceptibility, and dc magnetization of
CeCu, Si, and LaCu, Si,. Whereas LaCu, Si, shows
rather normal metallic behavior, we conclude
that in CeCu, Si„a compound with "unstable 4f
shell" behavior, the low-temperature anomalies
reported before by Franz et al. ' have their origin,
in our somewhat more carefully prepared sam-
ples, in a transition into a novel superconducting
state. We conclude that a large fraction (up to
30 vol %) of the bulk of our CeCu, Si, samples is
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exhibiting the Meissner effect. A preliminary re-
port on some of our results has been given else-
where. '
The polycrystalline samples were prepared in

an induction furnance, while kept under an argon
pressure of 5 atm. %hile most results reported
here were obtained with unannealed samples, one
sample was reinvestigated after annealing in an
ultrahigh vacuum (900'C, 100 h). X-ray analysis
indicated that both compounds had the proper
structure (tetragonal, ThCr, Si,); microprobe
analysis, however, revealed the existence of a
small amount of precipitations (varying from
sample to sample between 1 and 4 vol %) of both
a Si-rich phase and a Cu-Si phase with a Cu con-
tent of 80—90 at. '/l~ Upon annealing, no significant
change either of the x-ray pattern or the micro-
probe result was detected.
The experimental results of the resistivity, ac

susceptibility, and specific heat for an unannealed
CeCu, Si, sample are presented in Figs. 1 and 2
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FIG. 1. Resistivity (main part) and low-field ac sus-
ceptibility (inset) of CeCu2Si2 as function of temperature.
Arrows give transition temperatures T, ~ ~0.60 + 0.03
K and T, '~ =0.54+ 0.03 K. Transition widths are taken
between 10% and 90% points of the transition curves.
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FIG. 2. Molar specific heat of CeCuqSi2 at B=0 as
function of temperature on logarithmic scale. Arrow
marks transition temperature T, ~'=0.51+0.04 K.
Transition width determined as in Fig. 1. Inset shows
in a C/T vs T plot the specific-heat jumps of two other
CeCu2Si2 samples.
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0.76 as found when the experiment was repeated
after about two months during which the samp1. e
was kept under argon atmosphere. These obser-
vations indicate that presently the metallurgy of
our samples is delicate and needs to be improved
in the future.
Recently, we have prepared two CeCu, Si, sam-

ples of the same quality as indicated before,
which show a somewhat reduced coefficient y and
a specific-heat jump of BCS size, i.e., AC/C„(T, )
=1.4 (inset of Fig. 2). So far, one of these sam-
ples was studied by dc magnetization; a net vol-
ume of =30%%uz was found to exhibit the Meissner
effect. With this same sample we have checked
the influence of annealing on the specific-heat
jump and found an increase of both the transition
temperature (by 30 mK) and the transition width
(by 50%) as well as a slight (=10%) reduction of
the jump height. Although our preliminary re-
sults with these new samples form a quite con-
vincing case, we mould welcome a confirmation
by other ~orkers of our conclusion that CeCu, Si,
is an intrinsic superconductor.
To summarize, CeCu, Si, shows unstable-4f-

shell behavior. Well below 7*=10K, a large yT
term predominates the specific heat. We inter-
pret this term as being due to very heavy fermion
quasiparticles with degeneracy temperature TF
=7"*. Below 0.5 K, a large fraction of CeCu, Si,
becomes supercanducting, in contrast to LaCu, Si,
which remains in the normal state at least down
to 50 mK. The size of the specific-heat jump at
T„ in proportion to yT„suggests that Cooper-
pair states are formed by these heavy fermions.
Since the Debye temperature, e, is of the order
of 200 K, ' we find T, & T F & 8 with T, /T F

= TF/6
=0.05. This suggests that CeCu, Si (i) behaves
as a "high-temperature superconductor" and
(ii) cannot be described by conventional theory of
superconductivity which assumes a typical phonon
frequency kze/h «k BTz/h, the characteristic
frequency of the fermions.
It is a great pleasure to thank the many people

who have assisted with this work: V. Klink for
preparing the samples, W. Assmus (Universita', t
Frankfurt am Main) and G. Weimann (Femmelde-
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ing the microprobe analyses, S. Horn and the
ZCH/Kernforschungsanlage Julich for perform-
ing the x-ray analysis, A. C. Mota for advising
us on the dc magnetization measurements, F. M.
Mueller, D. Rainer, and K. D. Schotte for read-
ing the manus. cript and contributing many useful
suggestions, P. F. de Chatel, B. Elschner,
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leben for stimulating and critical discussions.
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after annealing to 20 K, lnR- T ' ' was found.
These films did not exhibit superconductivity as
measured resistively down to the lowest temper-
atures attainable (T- 1.5 K).
The above-described behavior suggests that

the Hg-Xe system exhibits a metal-nonmetal
transition which occurs with a dependence on con-
centration and with a critical concentration close
to that of continuous percolation in 3D. Beyond
the percolation threshold, the systems acquire a
negative TCR but are still superconductors. With
further increase in Xe concentration, a regime
in which the conductivity is dominated by hopping
is entered. The approach to an insulating config-
uration beyond the percolation threshold is prob-
ably the Mott-Anderson transition of Refs. 2-4
and is accompanied by the eventual disappearance
of superconductivity as determined resistively.
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magnetism and superconductivity occur at differ-
ent temperatures, either because of the addition
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CeCu&Si&. Whereas LaCu&Si& behaves like a normal metal, CeCu&Si& shows (i) low-tem-
perature anomalies typical of "unstable 4f shell" behavior and (io a transition into a
superconducting state at T, ~ 0.5 K. Our experiments demonstrate for the first time
that superconductivity can exist in a metal in which many-body interactions, probably
magnetic in origin, have strongly renormalized the properties of the conduction-elec-
tron gas.
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ent temperatures, either because of the addition

A comparison was made between four low-temperature properties of LaCu2Si2 and
CeCu&Si&. Whereas LaCu&Si& behaves like a normal metal, CeCu&Si& shows (i) low-tem-
perature anomalies typical of "unstable 4f shell" behavior and (io a transition into a
superconducting state at T, ~ 0.5 K. Our experiments demonstrate for the first time
that superconductivity can exist in a metal in which many-body interactions, probably
magnetic in origin, have strongly renormalized the properties of the conduction-elec-
tron gas.
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of magnetic impurities to a superconducting host'
or because the magnetism is intrinsic to the loca-
lized 4f electrons of a rare-earth constituent,
such as Er, in a superconducting compound. '
There is also much interest in materials in which
either superconductivity or magnetism interferes
with a third kind of collective phenomenon, i.e.,
the Kondo or intermediate-valence phenomenon,
which occurs in metals containing rare earths
with less localized 4f electrons, such as Ce. It
results from an "instability of the 4f shell" (name-
ly, of the 4f magnetic moment and sometimes
also of the 4f occupation number) and is charac-
terized by distinct low-temperature anomalies in
the magnetic and electronic transport properties.
%hile Ce impurities can strongly influence the
intrinsic properties of a superconducting host, '
in certain Ce compounds, e.g. , CeAl„a Kondo-
type phenomenon seems to coexist with long-
range antiferromagnetism. '
In this Letter, we report low-temperature ob-

servations of the resistivity, specific heat, low-
field ac susceptibility, and dc magnetization of
CeCu, Si, and LaCu, Si,. Whereas LaCu, Si, shows
rather normal metallic behavior, we conclude
that in CeCu, Si„a compound with "unstable 4f
shell" behavior, the low-temperature anomalies
reported before by Franz et al. ' have their origin,
in our somewhat more carefully prepared sam-
ples, in a transition into a novel superconducting
state. We conclude that a large fraction (up to
30 vol %) of the bulk of our CeCu, Si, samples is
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exhibiting the Meissner effect. A preliminary re-
port on some of our results has been given else-
where. '
The polycrystalline samples were prepared in

an induction furnance, while kept under an argon
pressure of 5 atm. %hile most results reported
here were obtained with unannealed samples, one
sample was reinvestigated after annealing in an
ultrahigh vacuum (900'C, 100 h). X-ray analysis
indicated that both compounds had the proper
structure (tetragonal, ThCr, Si,); microprobe
analysis, however, revealed the existence of a
small amount of precipitations (varying from
sample to sample between 1 and 4 vol %) of both
a Si-rich phase and a Cu-Si phase with a Cu con-
tent of 80—90 at. '/l~ Upon annealing, no significant
change either of the x-ray pattern or the micro-
probe result was detected.
The experimental results of the resistivity, ac

susceptibility, and specific heat for an unannealed
CeCu, Si, sample are presented in Figs. 1 and 2
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FIG. 1. Resistivity (main part) and low-field ac sus-
ceptibility (inset) of CeCu2Si2 as function of temperature.
Arrows give transition temperatures T, ~ ~0.60 + 0.03
K and T, '~ =0.54+ 0.03 K. Transition widths are taken
between 10% and 90% points of the transition curves.
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FIG. 2. Molar specific heat of CeCuqSi2 at B=0 as
function of temperature on logarithmic scale. Arrow
marks transition temperature T, ~'=0.51+0.04 K.
Transition width determined as in Fig. 1. Inset shows
in a C/T vs T plot the specific-heat jumps of two other
CeCu2Si2 samples.
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0.76 as found when the experiment was repeated
after about two months during which the samp1. e
was kept under argon atmosphere. These obser-
vations indicate that presently the metallurgy of
our samples is delicate and needs to be improved
in the future.
Recently, we have prepared two CeCu, Si, sam-

ples of the same quality as indicated before,
which show a somewhat reduced coefficient y and
a specific-heat jump of BCS size, i.e., AC/C„(T, )
=1.4 (inset of Fig. 2). So far, one of these sam-
ples was studied by dc magnetization; a net vol-
ume of =30%%uz was found to exhibit the Meissner
effect. With this same sample we have checked
the influence of annealing on the specific-heat
jump and found an increase of both the transition
temperature (by 30 mK) and the transition width
(by 50%) as well as a slight (=10%) reduction of
the jump height. Although our preliminary re-
sults with these new samples form a quite con-
vincing case, we mould welcome a confirmation
by other ~orkers of our conclusion that CeCu, Si,
is an intrinsic superconductor.
To summarize, CeCu, Si, shows unstable-4f-

shell behavior. Well below 7*=10K, a large yT
term predominates the specific heat. We inter-
pret this term as being due to very heavy fermion
quasiparticles with degeneracy temperature TF
=7"*. Below 0.5 K, a large fraction of CeCu, Si,
becomes supercanducting, in contrast to LaCu, Si,
which remains in the normal state at least down
to 50 mK. The size of the specific-heat jump at
T„ in proportion to yT„suggests that Cooper-
pair states are formed by these heavy fermions.
Since the Debye temperature, e, is of the order
of 200 K, ' we find T, & T F & 8 with T, /T F

= TF/6
=0.05. This suggests that CeCu, Si (i) behaves
as a "high-temperature superconductor" and
(ii) cannot be described by conventional theory of
superconductivity which assumes a typical phonon
frequency kze/h «k BTz/h, the characteristic
frequency of the fermions.
It is a great pleasure to thank the many people
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T [K] p~, „=(2l + 1)c(2Iz/e'kFz), (2)

where N(Ez) is the density of electronic states
per spin direction at the Fermi energy EF, p, &
is the Bohr magneton, and k& is Boltzmann's
constant. If we insert the above-quoted value for
y = 1.1 J/mole K' into Eq. (1), we obtain X =1.51
x10 ' emu/mole, in extremely good agreement
with our experimental. vat. ue of X at about 1 K,
again confirming the claim above, that we are
dealing with an electronic system that can be
described as a Fermi liquid.
The maximum resistivity is thought to be due

to incoherent scattering of conduction electrons
at the U ions and may, according to Friedel, "
be described by

FIG. 2. Temperature dependence of the electrical
resistivity of single-crystalline UBe&3. Inset: The low-
temperature part on an extended temperature scale.

superconducting transition at 0.86 K. As may be
seen from the inset in Fig. 2, the resistive tran-
siti.on to the superconducting state is much more
narrow in temperature than the transitions shown
in Fig. 1. These features are probably due to
residual inhomogeneities in the not yet optimized
samples.
For the room-temperature lattice constant of

the UBe» single crystal. s used in the present in-
vestigation we obtained 10.2607 A, resulting in a
nearest U-U distance of 5.130A in this compound.
According to Hil. l. 's earlier arguments" it may
therefore be expected that the 5f electrons of
the U ' ions are fairly well localized and with
any conventional view, certainly no occurrence
of superconductivity in such a system is antici-
pated. On the contrary, the common enhanced
increase of c~/T and X (not shown explicitly here),
as well as of p, with decreasing temperature be-
low 10 K rather indicate precursor effects to a
possibl. e magnetic phase transition.
This pronounced temperature dependence of all.

these properties just above T, makes a clear-cut
interpretation of the experimental. data somewhat
difficult. Nevertheless it is interesting to quote
some val. ues for physically important parameters
which we calculate from our experimental data.
If, as indicated above, the specific heat up to
about 1 K is interpreted as being of electronic
origin we can calculate the corresponding mag-
netic susceptibility of that electronic system us-
ing

X =2p B &(EF)= 3|zan y/" tza

where l =3 for f electrons, c=~z is the concen-
tration of scattering centers, Z is the number
of conduction electrons per atom, and kz = (3zz'Z/
0)' ' with 0 as the mean volume per atom. From
it we can calcul. ate Z and subsequently k F through

Z = [2(2 l+ 1)tzc/e2p ] ~4[@/3&2]z~4 (3)

From the experimental. value of p „we obtain
Z =0.81 per atom and k F=1.36&&10 em . Wi,thi, n
the Fermi-1. iquid model. we then deduce an effec-
tive mass of the fermions of m*= 192m, . The
still. rather high el.ectrieal resistivity at T, in-
dicates that superconducting parameters of the
present material should be cal.cul.ated in the dirty
limit. According to Hake, '~ (BH,2/&T)r is then
given by

(&H 2/&T)r =—4.48&104py, (4)

wherey is given in cgs units and p in 0 cm. In-
serting our experimental values for y and (BH„/
&T)r we obtain p =42 p,Q cm, the expected value
of the residual resistivity for T-0. Once ongoing
additional experiments give more information on
other supercondueting parameters of UBe» we
shall discuss them by comparing them with the
presently available normal- state properties.
In conclusion we feel. that the experimental. data

presented and described above show convincingly
that, as was anticipated, CeCu, Si, is not a singu-
larity of nature. " It seems again quite cl.ear that
the presence of f electrons is essential for the
occurrence of superconductivity in UBe», since
no traces of superconductivity were found in
LaBe», LuBe», and ThBe» down to 0.45 K.'
Since UBe» shows al. l. the interesting features
not onl.y in polycrystalline but also in its single-
crystal. line form at zero pressure, "this mater-
ial. is very well suited to investigation of the mi-
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Figure 1. Energy diagram illustrating how the energy of a spin liquid can be lowered below 
that of an antiferromagnetic state by Kondo compensation. 

states [ 6 ] ,  and x may be large due to frustrationt. A combination of these two factors 
will then tend to suppress development of conventional local moment magnetism. 

A useful way to visualise the formation of a Kondo-stabilised spin liquid is to use 
Anderson’s resonating valence bond picture [7] (figure 2). A pure spin liquid is visualised 
by linking pairs o f f  spins together into singlets or valence bonds. Spin exchange be- 
tween sites causes the ends of the valence bonds to resonate throughout the spin system 
forming a sort of ‘quantum spaghetti’. When we introduce Kondo coupling to the con- 
duction electrons, the ends of the valence bonds occasionally link up with a conduction 
electron lying within an energy TK of the Fermi level, resonantly scattering the electrons 
close to the Fermi energy. Typically, the number of conduction electrons within this 
energy is far smaller than the number of f spins, and in keeping with the Nozieres 
exhaustion principle, most of the valence bonds must stay within the spin liquid. 

Conduction e- 

f spins 

L e -  I b i  

Figure 2. Illustrating how Kondo compensation of a spin liquid results in an escape of 
the valence bonds into the conduction sea, generating singlet pairs of conduction electrons, 
thereby inducing a pairing component to the resonant Kondo scattering of conduction 
electrons. 

Occasionally however, spin exchange will occur between two valence bonds that link 
conduction electrons to f moments, causing the momentary escape of one valence 
bond entirely into the conduction sea. Such brief excursions of valence bonds into the 
conduction sea will produce resonant singlet pairing amongst low-energy conduction 
electrons, and as we shall see, this generates superconductivity in the heavy fermion 
system. 

In this paper we examine this hypothesis within a new path integral formalism, using 
a lattice model for heavy fermions that contains both RKKY and Kondo interactions. 

t In the 2D cuprate superconductors we believe a similar effect may also be taking place, where in this case 
TK should be replaced by JK and a is very close to unity. See [ 7 ] .  



Glue vs Fabric.

k

-k

k’ k’’

-k’ -k’’

Spin fluctuations = pairing bosonsGlue

Fabric: spins make the pairs

R lnW =

Z T

0
dT 0C

0

T 0

(π,0)→s±

“Hilbert Space Spectroscopy” 

Anderson: RVB (1987); Coleman Andrei (1989)

Emery & Kivelson: composite pairs (1993)

k-k k’
Eliashberg Approach (cf B. Keimer et al)

4058 P Coleman and N Andrei 

Energy 

ESL-TK Kondo-stobilised spin l iquid 

Figure 1. Energy diagram illustrating how the energy of a spin liquid can be lowered below 
that of an antiferromagnetic state by Kondo compensation. 

states [ 6 ] ,  and x may be large due to frustrationt. A combination of these two factors 
will then tend to suppress development of conventional local moment magnetism. 

A useful way to visualise the formation of a Kondo-stabilised spin liquid is to use 
Anderson’s resonating valence bond picture [7] (figure 2). A pure spin liquid is visualised 
by linking pairs o f f  spins together into singlets or valence bonds. Spin exchange be- 
tween sites causes the ends of the valence bonds to resonate throughout the spin system 
forming a sort of ‘quantum spaghetti’. When we introduce Kondo coupling to the con- 
duction electrons, the ends of the valence bonds occasionally link up with a conduction 
electron lying within an energy TK of the Fermi level, resonantly scattering the electrons 
close to the Fermi energy. Typically, the number of conduction electrons within this 
energy is far smaller than the number of f spins, and in keeping with the Nozieres 
exhaustion principle, most of the valence bonds must stay within the spin liquid. 

Conduction e- 

f spins 

L e -  I b i  

Figure 2. Illustrating how Kondo compensation of a spin liquid results in an escape of 
the valence bonds into the conduction sea, generating singlet pairs of conduction electrons, 
thereby inducing a pairing component to the resonant Kondo scattering of conduction 
electrons. 

Occasionally however, spin exchange will occur between two valence bonds that link 
conduction electrons to f moments, causing the momentary escape of one valence 
bond entirely into the conduction sea. Such brief excursions of valence bonds into the 
conduction sea will produce resonant singlet pairing amongst low-energy conduction 
electrons, and as we shall see, this generates superconductivity in the heavy fermion 
system. 

In this paper we examine this hypothesis within a new path integral formalism, using 
a lattice model for heavy fermions that contains both RKKY and Kondo interactions. 

t In the 2D cuprate superconductors we believe a similar effect may also be taking place, where in this case 
TK should be replaced by JK and a is very close to unity. See [ 7 ] .  



Glue vs Fabric.

k

-k

k’ k’’

-k’ -k’’

Spin fluctuations = pairing bosons

~1/3 R ln(2)

Glue

Fabric: spins make the pairs

R lnW =

Z T

0
dT 0C

0

T 0

(π,0)→s±

“Hilbert Space Spectroscopy” 

Anderson: RVB (1987); Coleman Andrei (1989)

Emery & Kivelson: composite pairs (1993)

k-k k’
Eliashberg Approach (cf B. Keimer et al)

4058 P Coleman and N Andrei 

Energy 

ESL-TK Kondo-stobilised spin l iquid 

Figure 1. Energy diagram illustrating how the energy of a spin liquid can be lowered below 
that of an antiferromagnetic state by Kondo compensation. 

states [ 6 ] ,  and x may be large due to frustrationt. A combination of these two factors 
will then tend to suppress development of conventional local moment magnetism. 

A useful way to visualise the formation of a Kondo-stabilised spin liquid is to use 
Anderson’s resonating valence bond picture [7] (figure 2). A pure spin liquid is visualised 
by linking pairs o f f  spins together into singlets or valence bonds. Spin exchange be- 
tween sites causes the ends of the valence bonds to resonate throughout the spin system 
forming a sort of ‘quantum spaghetti’. When we introduce Kondo coupling to the con- 
duction electrons, the ends of the valence bonds occasionally link up with a conduction 
electron lying within an energy TK of the Fermi level, resonantly scattering the electrons 
close to the Fermi energy. Typically, the number of conduction electrons within this 
energy is far smaller than the number of f spins, and in keeping with the Nozieres 
exhaustion principle, most of the valence bonds must stay within the spin liquid. 

Conduction e- 

f spins 

L e -  I b i  

Figure 2. Illustrating how Kondo compensation of a spin liquid results in an escape of 
the valence bonds into the conduction sea, generating singlet pairs of conduction electrons, 
thereby inducing a pairing component to the resonant Kondo scattering of conduction 
electrons. 

Occasionally however, spin exchange will occur between two valence bonds that link 
conduction electrons to f moments, causing the momentary escape of one valence 
bond entirely into the conduction sea. Such brief excursions of valence bonds into the 
conduction sea will produce resonant singlet pairing amongst low-energy conduction 
electrons, and as we shall see, this generates superconductivity in the heavy fermion 
system. 

In this paper we examine this hypothesis within a new path integral formalism, using 
a lattice model for heavy fermions that contains both RKKY and Kondo interactions. 

t In the 2D cuprate superconductors we believe a similar effect may also be taking place, where in this case 
TK should be replaced by JK and a is very close to unity. See [ 7 ] .  



Glue vs Fabric.

k

-k

k’ k’’

-k’ -k’’

Spin fluctuations = pairing bosons

~1/3 R ln(2)

SPIN Hilbert space BUILDS the pairs. 

Glue

Fabric: spins make the pairs

R lnW =

Z T

0
dT 0C

0

T 0

(π,0)→s±

“Hilbert Space Spectroscopy” 

Anderson: RVB (1987); Coleman Andrei (1989)

Emery & Kivelson: composite pairs (1993)

k-k k’
Eliashberg Approach (cf B. Keimer et al)

4058 P Coleman and N Andrei 

Energy 

ESL-TK Kondo-stobilised spin l iquid 

Figure 1. Energy diagram illustrating how the energy of a spin liquid can be lowered below 
that of an antiferromagnetic state by Kondo compensation. 

states [ 6 ] ,  and x may be large due to frustrationt. A combination of these two factors 
will then tend to suppress development of conventional local moment magnetism. 

A useful way to visualise the formation of a Kondo-stabilised spin liquid is to use 
Anderson’s resonating valence bond picture [7] (figure 2). A pure spin liquid is visualised 
by linking pairs o f f  spins together into singlets or valence bonds. Spin exchange be- 
tween sites causes the ends of the valence bonds to resonate throughout the spin system 
forming a sort of ‘quantum spaghetti’. When we introduce Kondo coupling to the con- 
duction electrons, the ends of the valence bonds occasionally link up with a conduction 
electron lying within an energy TK of the Fermi level, resonantly scattering the electrons 
close to the Fermi energy. Typically, the number of conduction electrons within this 
energy is far smaller than the number of f spins, and in keeping with the Nozieres 
exhaustion principle, most of the valence bonds must stay within the spin liquid. 

Conduction e- 

f spins 

L e -  I b i  

Figure 2. Illustrating how Kondo compensation of a spin liquid results in an escape of 
the valence bonds into the conduction sea, generating singlet pairs of conduction electrons, 
thereby inducing a pairing component to the resonant Kondo scattering of conduction 
electrons. 

Occasionally however, spin exchange will occur between two valence bonds that link 
conduction electrons to f moments, causing the momentary escape of one valence 
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bond entirely into the conduction sea. Such brief excursions of valence bonds into the 
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We begin in Sec. II with a brief description of the
normal state. Section III contains the background for
understanding the three classes of theories of the super-
conducting state. The peculiar phase diagram of the su-
perconductor is the topic of Sec. IV. The physical prop-
erties of the material in each of the superconducting
phases, particularly in phase B, are discussed in detail in
Sec. V, which is thus devoted to experiments in classes
(b) and (c). In Sec. VI, we summarize the current status
of our understanding of UPt3 and suggest ways to fur-
ther that understanding.

II. NORMAL STATE

A. Crystal lattice

UPt3 crystallizes in the MgCd3-type structure shown
in Fig. 2. The uranium atoms form a closed-packed hex-
agonal structure with the platinum atoms bisecting the
planar bonds. There are two formula units per unit cell.
The compound belongs to the space group P63 /mmc
and the point group D6h . The lattice parameters are
a!5.764 Å and c̃!4.899 Å, so that c̃/a!0.845, not too
far from the hard-sphere value of 0.816. Here c̃ is the
distance between neighboring planes, not the length of
the unit cell. When discussing transport properties, the b
axis is usually defined to be perpendicular to the a axis

(i.e., parallel to the a* axis). In terms of reciprocal
space, we have a!!K and b!!M . The nearest U-U dis-
tance is between atoms in adjacent layers, equal to 4.132
Å. Correspondingly, as we shall see in Sec. II.C, the con-
ductivity is greatest along the c axis. The volume of the
unit cell is 140.96 Å3, the molar volume Vm!42.43
"10#6 m3/mol U, the mass density 1.940"104 kg/m3,
and molar weight 823.3 g. The mean atomic volume is
17.62 Å3.

In 1993, a study of the crystal structure of UPt3 using
transmission electron microscopy (TEM) discovered a
complex set of incommensurate structural modulations
at room temperature, corresponding to several q! vectors
of magnitude around 0.1"/a (Midgley et al., 1993). A
similar TEM study performed on a whisker of UPt3
found a well-developed incommensurate modulation
with a single q! !(0.1,#0.1,#0.1), i.e., of the same mag-
nitude, corresponding to a modulation of wavelength
#70 Å, coherent over microns (Ellman, Zaluska, and
Taillefer, 1995). However, a subsequent x-ray investiga-
tion of the structure of a whisker by Ellman et al. (1997)
found no trace of any incommensurate modulation, at
the level of one part in 105 (see also Walko et al., 2001).
This suggests that the structural distortions seen with
TEM may be the result of the rather violent surface
preparation techniques used to thin the samples (e.g.,
ion milling). We conclude that the intrinsic crystal struc-
ture of UPt3 is perfectly hexagonal. (Note, however, a
recent x-ray study which reports the observation of a
slight trigonal distortion; Walko et al., 2001.) Deviations
from this correspond to extrinsic lattice defects (such as
stacking faults), which of course are present to a varying
degree in different samples, as discussed in Sec. II.E.

The basic elastic properties of UPt3 are well described
by de Visser, Menovsky, and Franse (1987). Longitudinal
acoustic waves travel at a speed of 3860 and 3993 m/s
parallel and perpendicular to the c axis, respectively.
The two transverse acoustic modes propagate at 1385
m/s along the c axis and 1388 m/s (2076 m/s) along the b
axis with polarization parallel (perpendicular) to the c
axis. The Debye temperature is found to be 217 K, in
agreement with an estimate from specific heat (Sec.
II.C.1). The compressibilities are calculated by de Visser,
Menovsky, and Franse (1987):

$a!#
1
a

da
dP

!0.164, $c!#
1
c

dc
dP

!0.151,

$V!2$a$$c!0.479 Mbar#1. (2)

B. Quasiparticle spectrum

1. Band structure

UPt3 is the archetype of a heavy-fermion system. It
has the qualitative properties of a Fermi liquid, but the
magnitude of the effective masses, reflected in the spe-
cific heat and magnetic susceptibility, is very much larger
than the free-electron value. The heaviness of the elec-
trons is generally attributed to electron correlations
which come from the strong repulsions on the U sites.

FIG. 2. Crystal structure of UPt3 (a) and its first Brillouin zone
(b).
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perature dependent, as a result of the inelastic scatter-
ing, and L(0.8 K)!0.75 L0 .

The electrons responsible for the large !N are also
the carriers of heat. This can be confirmed using
the known Fermi velocity (averaged over the various
orbits in the b-c plane), vbc!5000 m/s, combined
with !N!0.44 J K"2 mol"1 and lbc!2000 Å (for "0
!0.23 #$ cm), giving an estimate of the thermal con-
ductivity due to the quasiparticles: %N /T! 1

3 !vbclbc
!3.5 W K"2 m"1 at T#0.1 K. The measured values
(in the normal state) are %N /T!L0 /"0!4.0 (10.6)
W K"2 m"1, for JQ"b (JQ"c), reasonably close to our
rough estimate. This is further confirmation that the
Fermi-liquid picture of heavy and itinerant quasiparti-
cles is quantitatively consistent in UPt3 .

D. Magnetic properties

The spin degrees of freedom in strongly correlated
electron systems are at the heart of their subtle and ex-
otic low-temperature phenomena. It is interesting that
both high-Tc superconductors and heavy-fermion super-
conductors have low-lying magnetic fluctuations with
antiferromagnetic correlations and a proximity to anti-
ferromagnetic order.

1. Uniform magnetic susceptibility

The ac susceptibility of UPt3 was measured by Frings
et al. (1983) for fields parallel and perpendicular to the c
axis, as shown in Fig. 8. The Knight shift of nuclear mag-
netic resonance (NMR) frequencies also gives a measure
of the susceptibility &(T); Tou et al. (1996) have repro-
duced the temperature dependence and anisotropy of &
with 195Pt NMR. The main features of & are (1) a large
value at T!0, (2) a weak temperature dependence at
low temperature (T#2 K), (3) a substantial anisotropy
(with the larger response for field in the basal plane),
and (4) a peak in &xx at '20 K.

We can understand this complex phenomenology
from the band calculations. As we have seen in Sec.
II.B.1, the single-particle states near the Fermi surface
are uranium 5f electrons in a j!5/2 state which are split
by the crystal field into three doublets: jz!$5/2, jz
!$3/2, and jz!$1/2. The bands constructed from
these states all cross the Fermi energy. If we now apply a
magnetic field, there will be both a Pauli (intraband) &P
and a Van Vleck (interband) &VV contribution to the
susceptibility. The former is of order (geff#B)2N((F) for
any band, while the latter is of order (geff#B)2/Ecf for a
pair of bands. Here geff is an effective g factor for the
coupling of the field to the total angular momentum of
the band or bands involved, and Ecf is a characteristic
crystal-field splitting. &VV comes from a sum over pairs
of bands [see Eq. (9) below], while &P is a sum over
single bands. In this highly degenerate multi-f-band
metal with 1/N((F)'Ecf we expect the Van Vleck part
of the susceptibility to be comparable to or larger than
the Pauli part.

The anisotropy of the two parts is also important. The
Van Vleck susceptibility is given by

& ii!2n#B
2 )

* ,+

#,*$L! i%2S! i$+- #2

E+"E*
f*.1"f+/, (9)

where f* , f+ , E* , E+ are occupation factors and ener-
gies of the states * and + . n is the density of U atoms. If
H! is along the c axis, then #,*$L! i%2S! i$+- #2
!(36/49)jz

20* ,+ . In the approximation that states of dif-
ferent jz do not mix (negligible intersite interactions),
the perturbation introduced by H! is diagonal, and the
occupation factors then imply that the Van Vleck sus-
ceptibility is zero for this direction. In actual fact, be-
cause of the itinerant nature of the f electrons, the mix-
ing of states of different jz will give some Van Vleck
contribution for this direction of the field. If H! is in the
x direction, the corresponding expression for the square
of the matrix element is (36/49)(5/2"jz)(5/2%jz%1) if
the states * and + differ by one unit of jz and is zero
otherwise. The Van Vleck susceptibility comes from four
distinct pairs of states: (jz!"5/2,"3/2), ("3/2,"1/2),
(1/2,3/2), and (3/2,5/2), whenever one of the pair is oc-
cupied and the other unoccupied. The Pauli contribution
to &xx , on the other hand, comes only from the pair
("1/2,1/2) when this state is occupied. Again, these
statements are made in the approximation that intersite
mixing of the states is small.

Summing up these considerations, we expect that &zz
will be dominated by the Pauli contribution. We expect
that &xx will be dominated by the Van Vleck contribu-
tion and that it will be considerably larger than &zz .
Note that the interactions enhance the susceptibility and
that this is expected to affect Pauli and Van Vleck terms
alike.

This simple picture is consistent with the data in Fig.
8. A Pauli term is expected to behave as a constant for
kBT#(F and then to cross over to the 1/T Curie form.
Here (F is the effective Fermi temperature. Since it is a
measure of the density of states, it should be roughly

FIG. 8. Uniform magnetic susceptibility as a function of tem-
perature for fields along the three high-symmetry directions.
Equality of the linear susceptibility along the a and b axes is a
general consequence of hexagonal symmetry. From Frings
et al., 1983.
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phases, particularly in phase B, are discussed in detail in
Sec. V, which is thus devoted to experiments in classes
(b) and (c). In Sec. VI, we summarize the current status
of our understanding of UPt3 and suggest ways to fur-
ther that understanding.

II. NORMAL STATE

A. Crystal lattice

UPt3 crystallizes in the MgCd3-type structure shown
in Fig. 2. The uranium atoms form a closed-packed hex-
agonal structure with the platinum atoms bisecting the
planar bonds. There are two formula units per unit cell.
The compound belongs to the space group P63 /mmc
and the point group D6h . The lattice parameters are
a!5.764 Å and c̃!4.899 Å, so that c̃/a!0.845, not too
far from the hard-sphere value of 0.816. Here c̃ is the
distance between neighboring planes, not the length of
the unit cell. When discussing transport properties, the b
axis is usually defined to be perpendicular to the a axis

(i.e., parallel to the a* axis). In terms of reciprocal
space, we have a!!K and b!!M . The nearest U-U dis-
tance is between atoms in adjacent layers, equal to 4.132
Å. Correspondingly, as we shall see in Sec. II.C, the con-
ductivity is greatest along the c axis. The volume of the
unit cell is 140.96 Å3, the molar volume Vm!42.43
"10#6 m3/mol U, the mass density 1.940"104 kg/m3,
and molar weight 823.3 g. The mean atomic volume is
17.62 Å3.

In 1993, a study of the crystal structure of UPt3 using
transmission electron microscopy (TEM) discovered a
complex set of incommensurate structural modulations
at room temperature, corresponding to several q! vectors
of magnitude around 0.1"/a (Midgley et al., 1993). A
similar TEM study performed on a whisker of UPt3
found a well-developed incommensurate modulation
with a single q! !(0.1,#0.1,#0.1), i.e., of the same mag-
nitude, corresponding to a modulation of wavelength
#70 Å, coherent over microns (Ellman, Zaluska, and
Taillefer, 1995). However, a subsequent x-ray investiga-
tion of the structure of a whisker by Ellman et al. (1997)
found no trace of any incommensurate modulation, at
the level of one part in 105 (see also Walko et al., 2001).
This suggests that the structural distortions seen with
TEM may be the result of the rather violent surface
preparation techniques used to thin the samples (e.g.,
ion milling). We conclude that the intrinsic crystal struc-
ture of UPt3 is perfectly hexagonal. (Note, however, a
recent x-ray study which reports the observation of a
slight trigonal distortion; Walko et al., 2001.) Deviations
from this correspond to extrinsic lattice defects (such as
stacking faults), which of course are present to a varying
degree in different samples, as discussed in Sec. II.E.

The basic elastic properties of UPt3 are well described
by de Visser, Menovsky, and Franse (1987). Longitudinal
acoustic waves travel at a speed of 3860 and 3993 m/s
parallel and perpendicular to the c axis, respectively.
The two transverse acoustic modes propagate at 1385
m/s along the c axis and 1388 m/s (2076 m/s) along the b
axis with polarization parallel (perpendicular) to the c
axis. The Debye temperature is found to be 217 K, in
agreement with an estimate from specific heat (Sec.
II.C.1). The compressibilities are calculated by de Visser,
Menovsky, and Franse (1987):
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B. Quasiparticle spectrum

1. Band structure

UPt3 is the archetype of a heavy-fermion system. It
has the qualitative properties of a Fermi liquid, but the
magnitude of the effective masses, reflected in the spe-
cific heat and magnetic susceptibility, is very much larger
than the free-electron value. The heaviness of the elec-
trons is generally attributed to electron correlations
which come from the strong repulsions on the U sites.
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perature dependent, as a result of the inelastic scatter-
ing, and L(0.8 K)!0.75 L0 .

The electrons responsible for the large !N are also
the carriers of heat. This can be confirmed using
the known Fermi velocity (averaged over the various
orbits in the b-c plane), vbc!5000 m/s, combined
with !N!0.44 J K"2 mol"1 and lbc!2000 Å (for "0
!0.23 #$ cm), giving an estimate of the thermal con-
ductivity due to the quasiparticles: %N /T! 1

3 !vbclbc
!3.5 W K"2 m"1 at T#0.1 K. The measured values
(in the normal state) are %N /T!L0 /"0!4.0 (10.6)
W K"2 m"1, for JQ"b (JQ"c), reasonably close to our
rough estimate. This is further confirmation that the
Fermi-liquid picture of heavy and itinerant quasiparti-
cles is quantitatively consistent in UPt3 .

D. Magnetic properties

The spin degrees of freedom in strongly correlated
electron systems are at the heart of their subtle and ex-
otic low-temperature phenomena. It is interesting that
both high-Tc superconductors and heavy-fermion super-
conductors have low-lying magnetic fluctuations with
antiferromagnetic correlations and a proximity to anti-
ferromagnetic order.

1. Uniform magnetic susceptibility

The ac susceptibility of UPt3 was measured by Frings
et al. (1983) for fields parallel and perpendicular to the c
axis, as shown in Fig. 8. The Knight shift of nuclear mag-
netic resonance (NMR) frequencies also gives a measure
of the susceptibility &(T); Tou et al. (1996) have repro-
duced the temperature dependence and anisotropy of &
with 195Pt NMR. The main features of & are (1) a large
value at T!0, (2) a weak temperature dependence at
low temperature (T#2 K), (3) a substantial anisotropy
(with the larger response for field in the basal plane),
and (4) a peak in &xx at '20 K.

We can understand this complex phenomenology
from the band calculations. As we have seen in Sec.
II.B.1, the single-particle states near the Fermi surface
are uranium 5f electrons in a j!5/2 state which are split
by the crystal field into three doublets: jz!$5/2, jz
!$3/2, and jz!$1/2. The bands constructed from
these states all cross the Fermi energy. If we now apply a
magnetic field, there will be both a Pauli (intraband) &P
and a Van Vleck (interband) &VV contribution to the
susceptibility. The former is of order (geff#B)2N((F) for
any band, while the latter is of order (geff#B)2/Ecf for a
pair of bands. Here geff is an effective g factor for the
coupling of the field to the total angular momentum of
the band or bands involved, and Ecf is a characteristic
crystal-field splitting. &VV comes from a sum over pairs
of bands [see Eq. (9) below], while &P is a sum over
single bands. In this highly degenerate multi-f-band
metal with 1/N((F)'Ecf we expect the Van Vleck part
of the susceptibility to be comparable to or larger than
the Pauli part.

The anisotropy of the two parts is also important. The
Van Vleck susceptibility is given by
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where f* , f+ , E* , E+ are occupation factors and ener-
gies of the states * and + . n is the density of U atoms. If
H! is along the c axis, then #,*$L! i%2S! i$+- #2
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20* ,+ . In the approximation that states of dif-
ferent jz do not mix (negligible intersite interactions),
the perturbation introduced by H! is diagonal, and the
occupation factors then imply that the Van Vleck sus-
ceptibility is zero for this direction. In actual fact, be-
cause of the itinerant nature of the f electrons, the mix-
ing of states of different jz will give some Van Vleck
contribution for this direction of the field. If H! is in the
x direction, the corresponding expression for the square
of the matrix element is (36/49)(5/2"jz)(5/2%jz%1) if
the states * and + differ by one unit of jz and is zero
otherwise. The Van Vleck susceptibility comes from four
distinct pairs of states: (jz!"5/2,"3/2), ("3/2,"1/2),
(1/2,3/2), and (3/2,5/2), whenever one of the pair is oc-
cupied and the other unoccupied. The Pauli contribution
to &xx , on the other hand, comes only from the pair
("1/2,1/2) when this state is occupied. Again, these
statements are made in the approximation that intersite
mixing of the states is small.

Summing up these considerations, we expect that &zz
will be dominated by the Pauli contribution. We expect
that &xx will be dominated by the Van Vleck contribu-
tion and that it will be considerably larger than &zz .
Note that the interactions enhance the susceptibility and
that this is expected to affect Pauli and Van Vleck terms
alike.

This simple picture is consistent with the data in Fig.
8. A Pauli term is expected to behave as a constant for
kBT#(F and then to cross over to the 1/T Curie form.
Here (F is the effective Fermi temperature. Since it is a
measure of the density of states, it should be roughly

FIG. 8. Uniform magnetic susceptibility as a function of tem-
perature for fields along the three high-symmetry directions.
Equality of the linear susceptibility along the a and b axes is a
general consequence of hexagonal symmetry. From Frings
et al., 1983.
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Heavy-Fermion Quasiparticles in UPt3
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The quasiparticle band structure of the heavy-fermion superconductor Upt3 has been investigated by
means of angle-resolved measurements of the de Haas-van Alphen eff'ect, Most of the results are con-
sistent with a model of 5 quasiparticle bands at the Fermi level corresponding to Fermi surfaces similar
to those calculated by band theory. However, as inferred from the extremely high cyclotron masses, the
quasiparticle bands are much flatter than the calculated ones. The nature of the observed quasiparticles
and their relationship to thermodynamic properties are briefly considered.

PACS numbers: 71.28.+d, 71,25.Hc, 71.25.3d, 71.25.Pi
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The intermetallic compound UPt3 exhibits thermo-
dynamic properties with remarkable temperature depen-
dences at low temperatures, and below 0.5 K it con-
denses into an unusual superconducting state which
remains one of the outstanding enigmas in condensed-
matter physics. ' In attempts to explain this low-tem-
perature behavior, it has been conventional to invoke a
picture of strongly renormalized quasiparticles, i.e., fer-
mions with effective masses orders of magnitude larger
than the free-electron mass and having important residu-
al interactions which lead to bound pair formation in the
ground state.
To help provide a firm basis for such a quasiparticle

description, we have carried out an investigation of the
de Haas-van Alphen (dHvA) effect in UPt3 which yields
direct evidence for the existence of heavy fermions and
specific information on the Fermi surface and cyclotron
masses which characterize them. The initial observation
of the dHvA effect in UPt3 was communicated in a pre-
vious paper and here we present the results of a detailed
angle-resolved study, which yield unambiguous informa-
tion about the quasiparticle band structure near the Fer-
mi level.
The information which may be inferred from the

quantum oscillatory (dHvA) magnetization M has been
summarized recently and here we shall reiterate the
main points only. First, from the frequency F(H) of
each of the several oscillatory components in M(H),
measured as a function of the orientation of the magnet-
ic field H, we infer the cross-sectional area A of the
corresponding extremal orbit on the Fermi surface via
the Onsager relation A(H) =(2tre/t'tc)F(H), and hence
over all we obtain the dimension and topology of the Fer-
mi surface. Second, from the temperature dependence of
the amplitude of each oscillatory component, which was
found to follow closely the behavior expected for a nor-
mal Fermi liquid, we obtain directly the cyclotron effec-
tive mass

TABLE I. Measured dHvA frequencies (F) and cyclotron
masses (m ) for a magnetic field applied along the a and b
axes of the hexagonal crystal structure (parallel to the I K and
I M directions in the reciprocal lattice, respectively). The
values quoted refer to a field strength of 100 k6. Note that
the estimate of a cyclotron mass for the l branch is only ap-
proximate, Also given are the identifications of the measured
dHvA branches with extremal orbits on the Fermi-surface
model of Fig. 2. dHvA branches are labeled as in Fig. 1, and
Fermi-surface orbits are labeled according to their center in
the Brillouin zone (e.g. , I ) and their Fermi-surface sheet num-
ber (e.g., 1). The calculated a axis results of Wang et al. (Ref.
3) for F and m* are compared with the experimental values.
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where v 1,
=

~
H x Vi, e ~ /tl is the appropriate quasiparticle

velocity at the Fermi energy eF and the integral is over
the perimeter of A (on the cyclotron orbit). We may
think of m* as hko/vo, where ko=(A/tr)'t is an aver-
age radius and I/vo is an average of the inverse of the
quasiparticle velocity for the cyclotron orbit. Here we
shall focus attention on these two properties, namely
A(H) and m*(H), which characterize the real part of
the quasiparticle energy bands near the Fermi energy eF,
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erties of the material in each of the superconducting
phases, particularly in phase B, are discussed in detail in
Sec. V, which is thus devoted to experiments in classes
(b) and (c). In Sec. VI, we summarize the current status
of our understanding of UPt3 and suggest ways to fur-
ther that understanding.

II. NORMAL STATE

A. Crystal lattice

UPt3 crystallizes in the MgCd3-type structure shown
in Fig. 2. The uranium atoms form a closed-packed hex-
agonal structure with the platinum atoms bisecting the
planar bonds. There are two formula units per unit cell.
The compound belongs to the space group P63 /mmc
and the point group D6h . The lattice parameters are
a!5.764 Å and c̃!4.899 Å, so that c̃/a!0.845, not too
far from the hard-sphere value of 0.816. Here c̃ is the
distance between neighboring planes, not the length of
the unit cell. When discussing transport properties, the b
axis is usually defined to be perpendicular to the a axis

(i.e., parallel to the a* axis). In terms of reciprocal
space, we have a!!K and b!!M . The nearest U-U dis-
tance is between atoms in adjacent layers, equal to 4.132
Å. Correspondingly, as we shall see in Sec. II.C, the con-
ductivity is greatest along the c axis. The volume of the
unit cell is 140.96 Å3, the molar volume Vm!42.43
"10#6 m3/mol U, the mass density 1.940"104 kg/m3,
and molar weight 823.3 g. The mean atomic volume is
17.62 Å3.

In 1993, a study of the crystal structure of UPt3 using
transmission electron microscopy (TEM) discovered a
complex set of incommensurate structural modulations
at room temperature, corresponding to several q! vectors
of magnitude around 0.1"/a (Midgley et al., 1993). A
similar TEM study performed on a whisker of UPt3
found a well-developed incommensurate modulation
with a single q! !(0.1,#0.1,#0.1), i.e., of the same mag-
nitude, corresponding to a modulation of wavelength
#70 Å, coherent over microns (Ellman, Zaluska, and
Taillefer, 1995). However, a subsequent x-ray investiga-
tion of the structure of a whisker by Ellman et al. (1997)
found no trace of any incommensurate modulation, at
the level of one part in 105 (see also Walko et al., 2001).
This suggests that the structural distortions seen with
TEM may be the result of the rather violent surface
preparation techniques used to thin the samples (e.g.,
ion milling). We conclude that the intrinsic crystal struc-
ture of UPt3 is perfectly hexagonal. (Note, however, a
recent x-ray study which reports the observation of a
slight trigonal distortion; Walko et al., 2001.) Deviations
from this correspond to extrinsic lattice defects (such as
stacking faults), which of course are present to a varying
degree in different samples, as discussed in Sec. II.E.

The basic elastic properties of UPt3 are well described
by de Visser, Menovsky, and Franse (1987). Longitudinal
acoustic waves travel at a speed of 3860 and 3993 m/s
parallel and perpendicular to the c axis, respectively.
The two transverse acoustic modes propagate at 1385
m/s along the c axis and 1388 m/s (2076 m/s) along the b
axis with polarization parallel (perpendicular) to the c
axis. The Debye temperature is found to be 217 K, in
agreement with an estimate from specific heat (Sec.
II.C.1). The compressibilities are calculated by de Visser,
Menovsky, and Franse (1987):
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B. Quasiparticle spectrum

1. Band structure

UPt3 is the archetype of a heavy-fermion system. It
has the qualitative properties of a Fermi liquid, but the
magnitude of the effective masses, reflected in the spe-
cific heat and magnetic susceptibility, is very much larger
than the free-electron value. The heaviness of the elec-
trons is generally attributed to electron correlations
which come from the strong repulsions on the U sites.

FIG. 2. Crystal structure of UPt3 (a) and its first Brillouin zone
(b).
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perature dependent, as a result of the inelastic scatter-
ing, and L(0.8 K)!0.75 L0 .

The electrons responsible for the large !N are also
the carriers of heat. This can be confirmed using
the known Fermi velocity (averaged over the various
orbits in the b-c plane), vbc!5000 m/s, combined
with !N!0.44 J K"2 mol"1 and lbc!2000 Å (for "0
!0.23 #$ cm), giving an estimate of the thermal con-
ductivity due to the quasiparticles: %N /T! 1

3 !vbclbc
!3.5 W K"2 m"1 at T#0.1 K. The measured values
(in the normal state) are %N /T!L0 /"0!4.0 (10.6)
W K"2 m"1, for JQ"b (JQ"c), reasonably close to our
rough estimate. This is further confirmation that the
Fermi-liquid picture of heavy and itinerant quasiparti-
cles is quantitatively consistent in UPt3 .

D. Magnetic properties

The spin degrees of freedom in strongly correlated
electron systems are at the heart of their subtle and ex-
otic low-temperature phenomena. It is interesting that
both high-Tc superconductors and heavy-fermion super-
conductors have low-lying magnetic fluctuations with
antiferromagnetic correlations and a proximity to anti-
ferromagnetic order.

1. Uniform magnetic susceptibility

The ac susceptibility of UPt3 was measured by Frings
et al. (1983) for fields parallel and perpendicular to the c
axis, as shown in Fig. 8. The Knight shift of nuclear mag-
netic resonance (NMR) frequencies also gives a measure
of the susceptibility &(T); Tou et al. (1996) have repro-
duced the temperature dependence and anisotropy of &
with 195Pt NMR. The main features of & are (1) a large
value at T!0, (2) a weak temperature dependence at
low temperature (T#2 K), (3) a substantial anisotropy
(with the larger response for field in the basal plane),
and (4) a peak in &xx at '20 K.

We can understand this complex phenomenology
from the band calculations. As we have seen in Sec.
II.B.1, the single-particle states near the Fermi surface
are uranium 5f electrons in a j!5/2 state which are split
by the crystal field into three doublets: jz!$5/2, jz
!$3/2, and jz!$1/2. The bands constructed from
these states all cross the Fermi energy. If we now apply a
magnetic field, there will be both a Pauli (intraband) &P
and a Van Vleck (interband) &VV contribution to the
susceptibility. The former is of order (geff#B)2N((F) for
any band, while the latter is of order (geff#B)2/Ecf for a
pair of bands. Here geff is an effective g factor for the
coupling of the field to the total angular momentum of
the band or bands involved, and Ecf is a characteristic
crystal-field splitting. &VV comes from a sum over pairs
of bands [see Eq. (9) below], while &P is a sum over
single bands. In this highly degenerate multi-f-band
metal with 1/N((F)'Ecf we expect the Van Vleck part
of the susceptibility to be comparable to or larger than
the Pauli part.

The anisotropy of the two parts is also important. The
Van Vleck susceptibility is given by

& ii!2n#B
2 )

* ,+

#,*$L! i%2S! i$+- #2

E+"E*
f*.1"f+/, (9)

where f* , f+ , E* , E+ are occupation factors and ener-
gies of the states * and + . n is the density of U atoms. If
H! is along the c axis, then #,*$L! i%2S! i$+- #2
!(36/49)jz

20* ,+ . In the approximation that states of dif-
ferent jz do not mix (negligible intersite interactions),
the perturbation introduced by H! is diagonal, and the
occupation factors then imply that the Van Vleck sus-
ceptibility is zero for this direction. In actual fact, be-
cause of the itinerant nature of the f electrons, the mix-
ing of states of different jz will give some Van Vleck
contribution for this direction of the field. If H! is in the
x direction, the corresponding expression for the square
of the matrix element is (36/49)(5/2"jz)(5/2%jz%1) if
the states * and + differ by one unit of jz and is zero
otherwise. The Van Vleck susceptibility comes from four
distinct pairs of states: (jz!"5/2,"3/2), ("3/2,"1/2),
(1/2,3/2), and (3/2,5/2), whenever one of the pair is oc-
cupied and the other unoccupied. The Pauli contribution
to &xx , on the other hand, comes only from the pair
("1/2,1/2) when this state is occupied. Again, these
statements are made in the approximation that intersite
mixing of the states is small.

Summing up these considerations, we expect that &zz
will be dominated by the Pauli contribution. We expect
that &xx will be dominated by the Van Vleck contribu-
tion and that it will be considerably larger than &zz .
Note that the interactions enhance the susceptibility and
that this is expected to affect Pauli and Van Vleck terms
alike.

This simple picture is consistent with the data in Fig.
8. A Pauli term is expected to behave as a constant for
kBT#(F and then to cross over to the 1/T Curie form.
Here (F is the effective Fermi temperature. Since it is a
measure of the density of states, it should be roughly

FIG. 8. Uniform magnetic susceptibility as a function of tem-
perature for fields along the three high-symmetry directions.
Equality of the linear susceptibility along the a and b axes is a
general consequence of hexagonal symmetry. From Frings
et al., 1983.
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Heavy-Fermion Quasiparticles in UPt3
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The quasiparticle band structure of the heavy-fermion superconductor Upt3 has been investigated by
means of angle-resolved measurements of the de Haas-van Alphen eff'ect, Most of the results are con-
sistent with a model of 5 quasiparticle bands at the Fermi level corresponding to Fermi surfaces similar
to those calculated by band theory. However, as inferred from the extremely high cyclotron masses, the
quasiparticle bands are much flatter than the calculated ones. The nature of the observed quasiparticles
and their relationship to thermodynamic properties are briefly considered.

PACS numbers: 71.28.+d, 71,25.Hc, 71.25.3d, 71.25.Pi
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The intermetallic compound UPt3 exhibits thermo-
dynamic properties with remarkable temperature depen-
dences at low temperatures, and below 0.5 K it con-
denses into an unusual superconducting state which
remains one of the outstanding enigmas in condensed-
matter physics. ' In attempts to explain this low-tem-
perature behavior, it has been conventional to invoke a
picture of strongly renormalized quasiparticles, i.e., fer-
mions with effective masses orders of magnitude larger
than the free-electron mass and having important residu-
al interactions which lead to bound pair formation in the
ground state.
To help provide a firm basis for such a quasiparticle

description, we have carried out an investigation of the
de Haas-van Alphen (dHvA) effect in UPt3 which yields
direct evidence for the existence of heavy fermions and
specific information on the Fermi surface and cyclotron
masses which characterize them. The initial observation
of the dHvA effect in UPt3 was communicated in a pre-
vious paper and here we present the results of a detailed
angle-resolved study, which yield unambiguous informa-
tion about the quasiparticle band structure near the Fer-
mi level.
The information which may be inferred from the

quantum oscillatory (dHvA) magnetization M has been
summarized recently and here we shall reiterate the
main points only. First, from the frequency F(H) of
each of the several oscillatory components in M(H),
measured as a function of the orientation of the magnet-
ic field H, we infer the cross-sectional area A of the
corresponding extremal orbit on the Fermi surface via
the Onsager relation A(H) =(2tre/t'tc)F(H), and hence
over all we obtain the dimension and topology of the Fer-
mi surface. Second, from the temperature dependence of
the amplitude of each oscillatory component, which was
found to follow closely the behavior expected for a nor-
mal Fermi liquid, we obtain directly the cyclotron effec-
tive mass

TABLE I. Measured dHvA frequencies (F) and cyclotron
masses (m ) for a magnetic field applied along the a and b
axes of the hexagonal crystal structure (parallel to the I K and
I M directions in the reciprocal lattice, respectively). The
values quoted refer to a field strength of 100 k6. Note that
the estimate of a cyclotron mass for the l branch is only ap-
proximate, Also given are the identifications of the measured
dHvA branches with extremal orbits on the Fermi-surface
model of Fig. 2. dHvA branches are labeled as in Fig. 1, and
Fermi-surface orbits are labeled according to their center in
the Brillouin zone (e.g. , I ) and their Fermi-surface sheet num-
ber (e.g., 1). The calculated a axis results of Wang et al. (Ref.
3) for F and m* are compared with the experimental values.

Branch:FS orbit
F (MG)

Expt. Cale.

a axis (I K)

m*/m,
Expt. Cale.

a:ML4
p:L4
~:r1
8'A 5
t.'I 2
co:I 3

s.4(3)
6.o(4)
7.3(3)
14.0(3)
21.O(3)
sg.s(s)

10.4
5.2
8.2
9.1
24.0
52.8

25(3)
~ ~ ~

4o(7)
50(8)
6o(8)
90(15)

2.2
1.0
2.0
1.9
4.6
5.3

a:ML4
BA5
0:A4, 5
y:A4, 5
y:A4, 5
X:A4

b axis (I M)
4. i(2)
12.3(2)
15.5(2)
18.7(3)
21.9(4)
25.1(5)

is(s)
3o(3)
3s(7)
4o(8)
~ ~ S

(so)

A

where v 1,
=

~
H x Vi, e ~ /tl is the appropriate quasiparticle

velocity at the Fermi energy eF and the integral is over
the perimeter of A (on the cyclotron orbit). We may
think of m* as hko/vo, where ko=(A/tr)'t is an aver-
age radius and I/vo is an average of the inverse of the
quasiparticle velocity for the cyclotron orbit. Here we
shall focus attention on these two properties, namely
A(H) and m*(H), which characterize the real part of
the quasiparticle energy bands near the Fermi energy eF,

1570 1988 The American Physical SocietyWe begin in Sec. II with a brief description of the
normal state. Section III contains the background for
understanding the three classes of theories of the super-
conducting state. The peculiar phase diagram of the su-
perconductor is the topic of Sec. IV. The physical prop-
erties of the material in each of the superconducting
phases, particularly in phase B, are discussed in detail in
Sec. V, which is thus devoted to experiments in classes
(b) and (c). In Sec. VI, we summarize the current status
of our understanding of UPt3 and suggest ways to fur-
ther that understanding.

II. NORMAL STATE

A. Crystal lattice

UPt3 crystallizes in the MgCd3-type structure shown
in Fig. 2. The uranium atoms form a closed-packed hex-
agonal structure with the platinum atoms bisecting the
planar bonds. There are two formula units per unit cell.
The compound belongs to the space group P63 /mmc
and the point group D6h . The lattice parameters are
a!5.764 Å and c̃!4.899 Å, so that c̃/a!0.845, not too
far from the hard-sphere value of 0.816. Here c̃ is the
distance between neighboring planes, not the length of
the unit cell. When discussing transport properties, the b
axis is usually defined to be perpendicular to the a axis

(i.e., parallel to the a* axis). In terms of reciprocal
space, we have a!!K and b!!M . The nearest U-U dis-
tance is between atoms in adjacent layers, equal to 4.132
Å. Correspondingly, as we shall see in Sec. II.C, the con-
ductivity is greatest along the c axis. The volume of the
unit cell is 140.96 Å3, the molar volume Vm!42.43
"10#6 m3/mol U, the mass density 1.940"104 kg/m3,
and molar weight 823.3 g. The mean atomic volume is
17.62 Å3.

In 1993, a study of the crystal structure of UPt3 using
transmission electron microscopy (TEM) discovered a
complex set of incommensurate structural modulations
at room temperature, corresponding to several q! vectors
of magnitude around 0.1"/a (Midgley et al., 1993). A
similar TEM study performed on a whisker of UPt3
found a well-developed incommensurate modulation
with a single q! !(0.1,#0.1,#0.1), i.e., of the same mag-
nitude, corresponding to a modulation of wavelength
#70 Å, coherent over microns (Ellman, Zaluska, and
Taillefer, 1995). However, a subsequent x-ray investiga-
tion of the structure of a whisker by Ellman et al. (1997)
found no trace of any incommensurate modulation, at
the level of one part in 105 (see also Walko et al., 2001).
This suggests that the structural distortions seen with
TEM may be the result of the rather violent surface
preparation techniques used to thin the samples (e.g.,
ion milling). We conclude that the intrinsic crystal struc-
ture of UPt3 is perfectly hexagonal. (Note, however, a
recent x-ray study which reports the observation of a
slight trigonal distortion; Walko et al., 2001.) Deviations
from this correspond to extrinsic lattice defects (such as
stacking faults), which of course are present to a varying
degree in different samples, as discussed in Sec. II.E.

The basic elastic properties of UPt3 are well described
by de Visser, Menovsky, and Franse (1987). Longitudinal
acoustic waves travel at a speed of 3860 and 3993 m/s
parallel and perpendicular to the c axis, respectively.
The two transverse acoustic modes propagate at 1385
m/s along the c axis and 1388 m/s (2076 m/s) along the b
axis with polarization parallel (perpendicular) to the c
axis. The Debye temperature is found to be 217 K, in
agreement with an estimate from specific heat (Sec.
II.C.1). The compressibilities are calculated by de Visser,
Menovsky, and Franse (1987):
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B. Quasiparticle spectrum

1. Band structure

UPt3 is the archetype of a heavy-fermion system. It
has the qualitative properties of a Fermi liquid, but the
magnitude of the effective masses, reflected in the spe-
cific heat and magnetic susceptibility, is very much larger
than the free-electron value. The heaviness of the elec-
trons is generally attributed to electron correlations
which come from the strong repulsions on the U sites.

FIG. 2. Crystal structure of UPt3 (a) and its first Brillouin zone
(b).
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perature dependent, as a result of the inelastic scatter-
ing, and L(0.8 K)!0.75 L0 .

The electrons responsible for the large !N are also
the carriers of heat. This can be confirmed using
the known Fermi velocity (averaged over the various
orbits in the b-c plane), vbc!5000 m/s, combined
with !N!0.44 J K"2 mol"1 and lbc!2000 Å (for "0
!0.23 #$ cm), giving an estimate of the thermal con-
ductivity due to the quasiparticles: %N /T! 1

3 !vbclbc
!3.5 W K"2 m"1 at T#0.1 K. The measured values
(in the normal state) are %N /T!L0 /"0!4.0 (10.6)
W K"2 m"1, for JQ"b (JQ"c), reasonably close to our
rough estimate. This is further confirmation that the
Fermi-liquid picture of heavy and itinerant quasiparti-
cles is quantitatively consistent in UPt3 .

D. Magnetic properties

The spin degrees of freedom in strongly correlated
electron systems are at the heart of their subtle and ex-
otic low-temperature phenomena. It is interesting that
both high-Tc superconductors and heavy-fermion super-
conductors have low-lying magnetic fluctuations with
antiferromagnetic correlations and a proximity to anti-
ferromagnetic order.

1. Uniform magnetic susceptibility

The ac susceptibility of UPt3 was measured by Frings
et al. (1983) for fields parallel and perpendicular to the c
axis, as shown in Fig. 8. The Knight shift of nuclear mag-
netic resonance (NMR) frequencies also gives a measure
of the susceptibility &(T); Tou et al. (1996) have repro-
duced the temperature dependence and anisotropy of &
with 195Pt NMR. The main features of & are (1) a large
value at T!0, (2) a weak temperature dependence at
low temperature (T#2 K), (3) a substantial anisotropy
(with the larger response for field in the basal plane),
and (4) a peak in &xx at '20 K.

We can understand this complex phenomenology
from the band calculations. As we have seen in Sec.
II.B.1, the single-particle states near the Fermi surface
are uranium 5f electrons in a j!5/2 state which are split
by the crystal field into three doublets: jz!$5/2, jz
!$3/2, and jz!$1/2. The bands constructed from
these states all cross the Fermi energy. If we now apply a
magnetic field, there will be both a Pauli (intraband) &P
and a Van Vleck (interband) &VV contribution to the
susceptibility. The former is of order (geff#B)2N((F) for
any band, while the latter is of order (geff#B)2/Ecf for a
pair of bands. Here geff is an effective g factor for the
coupling of the field to the total angular momentum of
the band or bands involved, and Ecf is a characteristic
crystal-field splitting. &VV comes from a sum over pairs
of bands [see Eq. (9) below], while &P is a sum over
single bands. In this highly degenerate multi-f-band
metal with 1/N((F)'Ecf we expect the Van Vleck part
of the susceptibility to be comparable to or larger than
the Pauli part.

The anisotropy of the two parts is also important. The
Van Vleck susceptibility is given by

& ii!2n#B
2 )

* ,+

#,*$L! i%2S! i$+- #2

E+"E*
f*.1"f+/, (9)

where f* , f+ , E* , E+ are occupation factors and ener-
gies of the states * and + . n is the density of U atoms. If
H! is along the c axis, then #,*$L! i%2S! i$+- #2
!(36/49)jz

20* ,+ . In the approximation that states of dif-
ferent jz do not mix (negligible intersite interactions),
the perturbation introduced by H! is diagonal, and the
occupation factors then imply that the Van Vleck sus-
ceptibility is zero for this direction. In actual fact, be-
cause of the itinerant nature of the f electrons, the mix-
ing of states of different jz will give some Van Vleck
contribution for this direction of the field. If H! is in the
x direction, the corresponding expression for the square
of the matrix element is (36/49)(5/2"jz)(5/2%jz%1) if
the states * and + differ by one unit of jz and is zero
otherwise. The Van Vleck susceptibility comes from four
distinct pairs of states: (jz!"5/2,"3/2), ("3/2,"1/2),
(1/2,3/2), and (3/2,5/2), whenever one of the pair is oc-
cupied and the other unoccupied. The Pauli contribution
to &xx , on the other hand, comes only from the pair
("1/2,1/2) when this state is occupied. Again, these
statements are made in the approximation that intersite
mixing of the states is small.

Summing up these considerations, we expect that &zz
will be dominated by the Pauli contribution. We expect
that &xx will be dominated by the Van Vleck contribu-
tion and that it will be considerably larger than &zz .
Note that the interactions enhance the susceptibility and
that this is expected to affect Pauli and Van Vleck terms
alike.

This simple picture is consistent with the data in Fig.
8. A Pauli term is expected to behave as a constant for
kBT#(F and then to cross over to the 1/T Curie form.
Here (F is the effective Fermi temperature. Since it is a
measure of the density of states, it should be roughly

FIG. 8. Uniform magnetic susceptibility as a function of tem-
perature for fields along the three high-symmetry directions.
Equality of the linear susceptibility along the a and b axes is a
general consequence of hexagonal symmetry. From Frings
et al., 1983.
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We begin in Sec. II with a brief description of the
normal state. Section III contains the background for
understanding the three classes of theories of the super-
conducting state. The peculiar phase diagram of the su-
perconductor is the topic of Sec. IV. The physical prop-
erties of the material in each of the superconducting
phases, particularly in phase B, are discussed in detail in
Sec. V, which is thus devoted to experiments in classes
(b) and (c). In Sec. VI, we summarize the current status
of our understanding of UPt3 and suggest ways to fur-
ther that understanding.

II. NORMAL STATE

A. Crystal lattice

UPt3 crystallizes in the MgCd3-type structure shown
in Fig. 2. The uranium atoms form a closed-packed hex-
agonal structure with the platinum atoms bisecting the
planar bonds. There are two formula units per unit cell.
The compound belongs to the space group P63 /mmc
and the point group D6h . The lattice parameters are
a!5.764 Å and c̃!4.899 Å, so that c̃/a!0.845, not too
far from the hard-sphere value of 0.816. Here c̃ is the
distance between neighboring planes, not the length of
the unit cell. When discussing transport properties, the b
axis is usually defined to be perpendicular to the a axis

(i.e., parallel to the a* axis). In terms of reciprocal
space, we have a!!K and b!!M . The nearest U-U dis-
tance is between atoms in adjacent layers, equal to 4.132
Å. Correspondingly, as we shall see in Sec. II.C, the con-
ductivity is greatest along the c axis. The volume of the
unit cell is 140.96 Å3, the molar volume Vm!42.43
"10#6 m3/mol U, the mass density 1.940"104 kg/m3,
and molar weight 823.3 g. The mean atomic volume is
17.62 Å3.

In 1993, a study of the crystal structure of UPt3 using
transmission electron microscopy (TEM) discovered a
complex set of incommensurate structural modulations
at room temperature, corresponding to several q! vectors
of magnitude around 0.1"/a (Midgley et al., 1993). A
similar TEM study performed on a whisker of UPt3
found a well-developed incommensurate modulation
with a single q! !(0.1,#0.1,#0.1), i.e., of the same mag-
nitude, corresponding to a modulation of wavelength
#70 Å, coherent over microns (Ellman, Zaluska, and
Taillefer, 1995). However, a subsequent x-ray investiga-
tion of the structure of a whisker by Ellman et al. (1997)
found no trace of any incommensurate modulation, at
the level of one part in 105 (see also Walko et al., 2001).
This suggests that the structural distortions seen with
TEM may be the result of the rather violent surface
preparation techniques used to thin the samples (e.g.,
ion milling). We conclude that the intrinsic crystal struc-
ture of UPt3 is perfectly hexagonal. (Note, however, a
recent x-ray study which reports the observation of a
slight trigonal distortion; Walko et al., 2001.) Deviations
from this correspond to extrinsic lattice defects (such as
stacking faults), which of course are present to a varying
degree in different samples, as discussed in Sec. II.E.

The basic elastic properties of UPt3 are well described
by de Visser, Menovsky, and Franse (1987). Longitudinal
acoustic waves travel at a speed of 3860 and 3993 m/s
parallel and perpendicular to the c axis, respectively.
The two transverse acoustic modes propagate at 1385
m/s along the c axis and 1388 m/s (2076 m/s) along the b
axis with polarization parallel (perpendicular) to the c
axis. The Debye temperature is found to be 217 K, in
agreement with an estimate from specific heat (Sec.
II.C.1). The compressibilities are calculated by de Visser,
Menovsky, and Franse (1987):
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B. Quasiparticle spectrum

1. Band structure

UPt3 is the archetype of a heavy-fermion system. It
has the qualitative properties of a Fermi liquid, but the
magnitude of the effective masses, reflected in the spe-
cific heat and magnetic susceptibility, is very much larger
than the free-electron value. The heaviness of the elec-
trons is generally attributed to electron correlations
which come from the strong repulsions on the U sites.

FIG. 2. Crystal structure of UPt3 (a) and its first Brillouin zone
(b).
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perature dependent, as a result of the inelastic scatter-
ing, and L(0.8 K)!0.75 L0 .

The electrons responsible for the large !N are also
the carriers of heat. This can be confirmed using
the known Fermi velocity (averaged over the various
orbits in the b-c plane), vbc!5000 m/s, combined
with !N!0.44 J K"2 mol"1 and lbc!2000 Å (for "0
!0.23 #$ cm), giving an estimate of the thermal con-
ductivity due to the quasiparticles: %N /T! 1

3 !vbclbc
!3.5 W K"2 m"1 at T#0.1 K. The measured values
(in the normal state) are %N /T!L0 /"0!4.0 (10.6)
W K"2 m"1, for JQ"b (JQ"c), reasonably close to our
rough estimate. This is further confirmation that the
Fermi-liquid picture of heavy and itinerant quasiparti-
cles is quantitatively consistent in UPt3 .

D. Magnetic properties

The spin degrees of freedom in strongly correlated
electron systems are at the heart of their subtle and ex-
otic low-temperature phenomena. It is interesting that
both high-Tc superconductors and heavy-fermion super-
conductors have low-lying magnetic fluctuations with
antiferromagnetic correlations and a proximity to anti-
ferromagnetic order.

1. Uniform magnetic susceptibility

The ac susceptibility of UPt3 was measured by Frings
et al. (1983) for fields parallel and perpendicular to the c
axis, as shown in Fig. 8. The Knight shift of nuclear mag-
netic resonance (NMR) frequencies also gives a measure
of the susceptibility &(T); Tou et al. (1996) have repro-
duced the temperature dependence and anisotropy of &
with 195Pt NMR. The main features of & are (1) a large
value at T!0, (2) a weak temperature dependence at
low temperature (T#2 K), (3) a substantial anisotropy
(with the larger response for field in the basal plane),
and (4) a peak in &xx at '20 K.

We can understand this complex phenomenology
from the band calculations. As we have seen in Sec.
II.B.1, the single-particle states near the Fermi surface
are uranium 5f electrons in a j!5/2 state which are split
by the crystal field into three doublets: jz!$5/2, jz
!$3/2, and jz!$1/2. The bands constructed from
these states all cross the Fermi energy. If we now apply a
magnetic field, there will be both a Pauli (intraband) &P
and a Van Vleck (interband) &VV contribution to the
susceptibility. The former is of order (geff#B)2N((F) for
any band, while the latter is of order (geff#B)2/Ecf for a
pair of bands. Here geff is an effective g factor for the
coupling of the field to the total angular momentum of
the band or bands involved, and Ecf is a characteristic
crystal-field splitting. &VV comes from a sum over pairs
of bands [see Eq. (9) below], while &P is a sum over
single bands. In this highly degenerate multi-f-band
metal with 1/N((F)'Ecf we expect the Van Vleck part
of the susceptibility to be comparable to or larger than
the Pauli part.

The anisotropy of the two parts is also important. The
Van Vleck susceptibility is given by

& ii!2n#B
2 )

* ,+

#,*$L! i%2S! i$+- #2

E+"E*
f*.1"f+/, (9)

where f* , f+ , E* , E+ are occupation factors and ener-
gies of the states * and + . n is the density of U atoms. If
H! is along the c axis, then #,*$L! i%2S! i$+- #2
!(36/49)jz

20* ,+ . In the approximation that states of dif-
ferent jz do not mix (negligible intersite interactions),
the perturbation introduced by H! is diagonal, and the
occupation factors then imply that the Van Vleck sus-
ceptibility is zero for this direction. In actual fact, be-
cause of the itinerant nature of the f electrons, the mix-
ing of states of different jz will give some Van Vleck
contribution for this direction of the field. If H! is in the
x direction, the corresponding expression for the square
of the matrix element is (36/49)(5/2"jz)(5/2%jz%1) if
the states * and + differ by one unit of jz and is zero
otherwise. The Van Vleck susceptibility comes from four
distinct pairs of states: (jz!"5/2,"3/2), ("3/2,"1/2),
(1/2,3/2), and (3/2,5/2), whenever one of the pair is oc-
cupied and the other unoccupied. The Pauli contribution
to &xx , on the other hand, comes only from the pair
("1/2,1/2) when this state is occupied. Again, these
statements are made in the approximation that intersite
mixing of the states is small.

Summing up these considerations, we expect that &zz
will be dominated by the Pauli contribution. We expect
that &xx will be dominated by the Van Vleck contribu-
tion and that it will be considerably larger than &zz .
Note that the interactions enhance the susceptibility and
that this is expected to affect Pauli and Van Vleck terms
alike.

This simple picture is consistent with the data in Fig.
8. A Pauli term is expected to behave as a constant for
kBT#(F and then to cross over to the 1/T Curie form.
Here (F is the effective Fermi temperature. Since it is a
measure of the density of states, it should be roughly

FIG. 8. Uniform magnetic susceptibility as a function of tem-
perature for fields along the three high-symmetry directions.
Equality of the linear susceptibility along the a and b axes is a
general consequence of hexagonal symmetry. From Frings
et al., 1983.
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masses seen in dHvA. A large !N is usually taken to be
the defining characteristic of the heavy-fermion state. In
other heavy-fermion compounds, !N ranges from "100
(as in UPd2Al3 and URu2Si2) to "1000 mJ/(K2 mol U)
(in UBe13). At temperatures above 1.5 K, contributions
to C(T) from excitations other than quasiparticles be-
come important, certainly phonons and probably also
spin fluctuations. A phonon T3 term of
"0.8 J/(K4 mol U) was extracted by Frings (1984), cor-
responding to a Debye temperature of "210 K, compa-
rable to that of pure platinum, 230 K, and in agreement
with the value of 217 K derived from sound velocity
measurements (see Sec. II.A). In the presence of an ap-
plied magnetic field greater than 3 T [i.e., above Hc2(T
!0)], two features are worth mentioning: a large upturn
in C/T at very low T , visible below about 100 mK (Bri-
son et al., 1994a), and a peak at 20 T, at the so-called
metamagnetic transition (Müller, Joss, and Taillefer,
1989). Although less pronounced, the upturn is also
present in zero field, i.e., in the superconducting state.
Its origin is not understood (see also Schubert, Strickler,
and Andres, 1992).

2. Thermal expansion

In a system with nearly localized quasiparticles, a
shortening of the interatomic separation is expected to
rapidly decrease the degree of correlation. This is indeed
the case in UPt3 , as seen by a number of experiments.
The usual measure of the sensitivity of the electronic
system to a change in volume is the dimensionless Grün-
eisen parameter:

#!
Vm

!N
! $!N

$V "
T

. (7)

It has been estimated in two ways. From the pressure
dependence of the specific heat below 4 K, Brodale et al.
(1986) obtain $ ln !N /$P#"24 Mbar"1, so that #!
"(1/%V!N)($!N /$P)T#50, where %V is the bulk com-
pressibility (see Sec. II.A). Alternatively, one can use
the linear coefficient of thermal expansion, &V
!$ln V/$T, and the appropriate Maxwell thermody-
namic relation to obtain #!(Vm /%V!N)($&V /$T)V . At
low enough temperature that both C(T) and &V(T) are
linear in T , one finds #(T→0)#60 (de Visser, Franse,
and Menovsky, 1985), compared to a value of 1–2 in
simple metals. This extremely high sensitivity of the av-
erage effective mass in UPt3 to a change in volume has
been interpreted as arising from a sensitivity in the mag-
netic correlations, e.g., spin fluctuations (Brodale et al.,
1986; van Dijk, 1994). Given this sensitivity, we expect
dramatic effects of pressure on the electronic properties
and on superconductivity. These effects will be very an-
isotropic, since a crystal of UPt3 expands along the a
and b axes upon heating from T!0, but contracts along
the c axis, at least initially (de Visser, Franse, and Men-
ovsky, 1985).

3. Charge conduction

The heavy itinerant quasiparticles in UPt3 can carry
charge and heat. This transport is anisotropic, with con-
duction along the c axis always better than perpendicu-
lar to it. Both elastic and inelastic scattering processes
are important at temperatures of order 1 K, being
roughly of the same magnitude at Tc in high quality
crystals.

The electrical resistivity of UPt3 is shown as a function
of temperature up to 300 K in Fig. 6(b), for a current
along each of the two high-symmetry directions, J$c and
J!c . (No difference is seen between J$b and J$a .) The
first noteworthy result is the absence of a peak: '(T)
never increases with decreasing temperature, as it usu-
ally does in heavy-fermion compounds, a feature attrib-
uted to the single-impurity Kondo effect. Second, at all
temperatures an anisotropy of about 2 is observed, with
'a ,b#2'c . The absolute value of the resistivity at room
temperature, if residual impurity scattering can be ne-
glected (as in the best samples), is 'a ,b(300 K)
!230 () cm and 'c(300 K)!130 () cm to within
10% or so (de Visser, Menovsky, and Franse, 1987;
Kimura et al., 1995). The low-temperature behavior is
shown in Fig. 6(a). It is characterized by a well-defined
T2 law, valid for both directions up to a temperature of
about 1.5 K: '(T)!'0#AT2. Most studies on single
crystals (e.g., Lussier, Ellman, and Taillefer, 1994;

FIG. 6. Temperature dependence of the electrical resistivity of
a high-quality single crystal of UPt3 for current directions par-
allel ([0001]) and perpendicular to the hexagonal c axis. From
Kimura et al., 1995.
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We begin in Sec. II with a brief description of the
normal state. Section III contains the background for
understanding the three classes of theories of the super-
conducting state. The peculiar phase diagram of the su-
perconductor is the topic of Sec. IV. The physical prop-
erties of the material in each of the superconducting
phases, particularly in phase B, are discussed in detail in
Sec. V, which is thus devoted to experiments in classes
(b) and (c). In Sec. VI, we summarize the current status
of our understanding of UPt3 and suggest ways to fur-
ther that understanding.

II. NORMAL STATE

A. Crystal lattice

UPt3 crystallizes in the MgCd3-type structure shown
in Fig. 2. The uranium atoms form a closed-packed hex-
agonal structure with the platinum atoms bisecting the
planar bonds. There are two formula units per unit cell.
The compound belongs to the space group P63 /mmc
and the point group D6h . The lattice parameters are
a!5.764 Å and c̃!4.899 Å, so that c̃/a!0.845, not too
far from the hard-sphere value of 0.816. Here c̃ is the
distance between neighboring planes, not the length of
the unit cell. When discussing transport properties, the b
axis is usually defined to be perpendicular to the a axis

(i.e., parallel to the a* axis). In terms of reciprocal
space, we have a!!K and b!!M . The nearest U-U dis-
tance is between atoms in adjacent layers, equal to 4.132
Å. Correspondingly, as we shall see in Sec. II.C, the con-
ductivity is greatest along the c axis. The volume of the
unit cell is 140.96 Å3, the molar volume Vm!42.43
"10#6 m3/mol U, the mass density 1.940"104 kg/m3,
and molar weight 823.3 g. The mean atomic volume is
17.62 Å3.

In 1993, a study of the crystal structure of UPt3 using
transmission electron microscopy (TEM) discovered a
complex set of incommensurate structural modulations
at room temperature, corresponding to several q! vectors
of magnitude around 0.1"/a (Midgley et al., 1993). A
similar TEM study performed on a whisker of UPt3
found a well-developed incommensurate modulation
with a single q! !(0.1,#0.1,#0.1), i.e., of the same mag-
nitude, corresponding to a modulation of wavelength
#70 Å, coherent over microns (Ellman, Zaluska, and
Taillefer, 1995). However, a subsequent x-ray investiga-
tion of the structure of a whisker by Ellman et al. (1997)
found no trace of any incommensurate modulation, at
the level of one part in 105 (see also Walko et al., 2001).
This suggests that the structural distortions seen with
TEM may be the result of the rather violent surface
preparation techniques used to thin the samples (e.g.,
ion milling). We conclude that the intrinsic crystal struc-
ture of UPt3 is perfectly hexagonal. (Note, however, a
recent x-ray study which reports the observation of a
slight trigonal distortion; Walko et al., 2001.) Deviations
from this correspond to extrinsic lattice defects (such as
stacking faults), which of course are present to a varying
degree in different samples, as discussed in Sec. II.E.

The basic elastic properties of UPt3 are well described
by de Visser, Menovsky, and Franse (1987). Longitudinal
acoustic waves travel at a speed of 3860 and 3993 m/s
parallel and perpendicular to the c axis, respectively.
The two transverse acoustic modes propagate at 1385
m/s along the c axis and 1388 m/s (2076 m/s) along the b
axis with polarization parallel (perpendicular) to the c
axis. The Debye temperature is found to be 217 K, in
agreement with an estimate from specific heat (Sec.
II.C.1). The compressibilities are calculated by de Visser,
Menovsky, and Franse (1987):

$a!#
1
a

da
dP

!0.164, $c!#
1
c

dc
dP

!0.151,

$V!2$a$$c!0.479 Mbar#1. (2)

B. Quasiparticle spectrum

1. Band structure

UPt3 is the archetype of a heavy-fermion system. It
has the qualitative properties of a Fermi liquid, but the
magnitude of the effective masses, reflected in the spe-
cific heat and magnetic susceptibility, is very much larger
than the free-electron value. The heaviness of the elec-
trons is generally attributed to electron correlations
which come from the strong repulsions on the U sites.

FIG. 2. Crystal structure of UPt3 (a) and its first Brillouin zone
(b).
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masses seen in dHvA. A large !N is usually taken to be
the defining characteristic of the heavy-fermion state. In
other heavy-fermion compounds, !N ranges from "100
(as in UPd2Al3 and URu2Si2) to "1000 mJ/(K2 mol U)
(in UBe13). At temperatures above 1.5 K, contributions
to C(T) from excitations other than quasiparticles be-
come important, certainly phonons and probably also
spin fluctuations. A phonon T3 term of
"0.8 J/(K4 mol U) was extracted by Frings (1984), cor-
responding to a Debye temperature of "210 K, compa-
rable to that of pure platinum, 230 K, and in agreement
with the value of 217 K derived from sound velocity
measurements (see Sec. II.A). In the presence of an ap-
plied magnetic field greater than 3 T [i.e., above Hc2(T
!0)], two features are worth mentioning: a large upturn
in C/T at very low T , visible below about 100 mK (Bri-
son et al., 1994a), and a peak at 20 T, at the so-called
metamagnetic transition (Müller, Joss, and Taillefer,
1989). Although less pronounced, the upturn is also
present in zero field, i.e., in the superconducting state.
Its origin is not understood (see also Schubert, Strickler,
and Andres, 1992).

2. Thermal expansion

In a system with nearly localized quasiparticles, a
shortening of the interatomic separation is expected to
rapidly decrease the degree of correlation. This is indeed
the case in UPt3 , as seen by a number of experiments.
The usual measure of the sensitivity of the electronic
system to a change in volume is the dimensionless Grün-
eisen parameter:

#!
Vm

!N
! $!N

$V "
T

. (7)

It has been estimated in two ways. From the pressure
dependence of the specific heat below 4 K, Brodale et al.
(1986) obtain $ ln !N /$P#"24 Mbar"1, so that #!
"(1/%V!N)($!N /$P)T#50, where %V is the bulk com-
pressibility (see Sec. II.A). Alternatively, one can use
the linear coefficient of thermal expansion, &V
!$ln V/$T, and the appropriate Maxwell thermody-
namic relation to obtain #!(Vm /%V!N)($&V /$T)V . At
low enough temperature that both C(T) and &V(T) are
linear in T , one finds #(T→0)#60 (de Visser, Franse,
and Menovsky, 1985), compared to a value of 1–2 in
simple metals. This extremely high sensitivity of the av-
erage effective mass in UPt3 to a change in volume has
been interpreted as arising from a sensitivity in the mag-
netic correlations, e.g., spin fluctuations (Brodale et al.,
1986; van Dijk, 1994). Given this sensitivity, we expect
dramatic effects of pressure on the electronic properties
and on superconductivity. These effects will be very an-
isotropic, since a crystal of UPt3 expands along the a
and b axes upon heating from T!0, but contracts along
the c axis, at least initially (de Visser, Franse, and Men-
ovsky, 1985).

3. Charge conduction

The heavy itinerant quasiparticles in UPt3 can carry
charge and heat. This transport is anisotropic, with con-
duction along the c axis always better than perpendicu-
lar to it. Both elastic and inelastic scattering processes
are important at temperatures of order 1 K, being
roughly of the same magnitude at Tc in high quality
crystals.

The electrical resistivity of UPt3 is shown as a function
of temperature up to 300 K in Fig. 6(b), for a current
along each of the two high-symmetry directions, J$c and
J!c . (No difference is seen between J$b and J$a .) The
first noteworthy result is the absence of a peak: '(T)
never increases with decreasing temperature, as it usu-
ally does in heavy-fermion compounds, a feature attrib-
uted to the single-impurity Kondo effect. Second, at all
temperatures an anisotropy of about 2 is observed, with
'a ,b#2'c . The absolute value of the resistivity at room
temperature, if residual impurity scattering can be ne-
glected (as in the best samples), is 'a ,b(300 K)
!230 () cm and 'c(300 K)!130 () cm to within
10% or so (de Visser, Menovsky, and Franse, 1987;
Kimura et al., 1995). The low-temperature behavior is
shown in Fig. 6(a). It is characterized by a well-defined
T2 law, valid for both directions up to a temperature of
about 1.5 K: '(T)!'0#AT2. Most studies on single
crystals (e.g., Lussier, Ellman, and Taillefer, 1994;

FIG. 6. Temperature dependence of the electrical resistivity of
a high-quality single crystal of UPt3 for current directions par-
allel ([0001]) and perpendicular to the hexagonal c axis. From
Kimura et al., 1995.
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6. Other theories

A number of other proposals have been made but not
worked out in much detail. Some of these have interest-
ing features, but often too little is known about the
theory to give a reasonable evaluation. Three examples
are as follows: superconductivity is connected to a rota-
tion of the magnetic moment (Blount, Varma, and Aep-
pli, 1990); the order parameter is nonunitary and be-
longs to the E1u representation (Ohmi and Machida,
1996a, 1996b), or the order parameter belongs to the
E2g representation (Yin and Maki, 1994). There is also
an interesting theory based on combining the odd-
frequency pairing hypothesis with a novel picture of the
normal-state quasiparticles to produce a magnetic super-
conducting ordering (Coleman, Miranda, and Tsvelik,
1994).

IV. SUPERCONDUCTING PHASE DIAGRAM

A magnetic field H! has a profound effect on all super-
conductors. In conventional type-II systems there are
two superconducting phases in the H-T plane: the low-
field Meissner phase and the high-field vortex phase,
separated by the Hc1(T) curve. In UPt3 , by the same
count, there are five phases: phase C, which is a vortex
phase, and phases A and B, each divided into a Meissner
phase and a vortex phase [below and above Hc1(T)].

A. Zero field and ambient pressure

1. Specific heat

The specific heat of UPt3 is shown in Fig. 12 as C/T vs
T . The data of Brison et al. (1994a), on a high quality
single crystal annealed for 3 days at 1200 °C, nicely ex-
hibits the main features: the onset of superconductivity
at !0.5 K, the appearance of a second transition at a
slightly lower temperature, the roughly linear decrease
in C/T with temperature, and the large upturn below 0.1
K.

These features have been reproduced by several
groups on different samples, provided these were of suf-
ficient quality. As mentioned in Sec. II.E, improper heat
treatment, for example, can cause the two superconduct-
ing transitions to be considerably broadened and sup-
pressed.

The double transition was first resolved by Fisher
et al. (1989) and there is now overwhelming evidence
that it is an intrinsic property of UPt3 , a defining char-
acteristic of the pure material. The main arguments
against an extrinsic origin for the second transition,
caused, for example, by inhomogeneities in the sample,
are the following. All characteristics of the two transi-
tions are found to converge on one and the same set of
values for all crystals. For example, the difference "Tc
between the two Tc’s, commonly referred to as the
‘‘splitting,’’ is remarkably invariable (wandering at most
by !1%Tc). Both transitions can be very sharp, with a
width !Tc/100. No single transition has ever been ob-
served with a width less than the splitting (50 mK). Fi-
nally, the transitions shift in subtle, nontrivial ways un-
der applied magnetic field or pressure. For example, two
sharp transitions at ambient pressure turn (reversibly)
into a single, equally sharp transition upon applying hy-
drostatic pressure in excess of 4 kbar (Trappmann,
Löhneysen, and Taillefer, 1991). The reader is referred
to the excellent review on the specific heat of UPt3 by
Löhneysen (1994).

The specific heat in the vicinity of the supercon-
ducting transition is shown in Fig. 13 (for a high quality
polycrystal). Using an idealized construction for
C/T vs T shown by the straight lines (e.g., for the
P"0 curve), we can define the following character-
istics:

FIG. 12. Specific heat divided by temperature vs temperature.
From Brison et al., 1994b.

FIG. 13. Specific heat for different hydrostatic pressures plot-
ted as C/T vs T . From Trappmann, Löhneysen, and Taillefer,
1991.
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We begin in Sec. II with a brief description of the
normal state. Section III contains the background for
understanding the three classes of theories of the super-
conducting state. The peculiar phase diagram of the su-
perconductor is the topic of Sec. IV. The physical prop-
erties of the material in each of the superconducting
phases, particularly in phase B, are discussed in detail in
Sec. V, which is thus devoted to experiments in classes
(b) and (c). In Sec. VI, we summarize the current status
of our understanding of UPt3 and suggest ways to fur-
ther that understanding.

II. NORMAL STATE

A. Crystal lattice

UPt3 crystallizes in the MgCd3-type structure shown
in Fig. 2. The uranium atoms form a closed-packed hex-
agonal structure with the platinum atoms bisecting the
planar bonds. There are two formula units per unit cell.
The compound belongs to the space group P63 /mmc
and the point group D6h . The lattice parameters are
a!5.764 Å and c̃!4.899 Å, so that c̃/a!0.845, not too
far from the hard-sphere value of 0.816. Here c̃ is the
distance between neighboring planes, not the length of
the unit cell. When discussing transport properties, the b
axis is usually defined to be perpendicular to the a axis

(i.e., parallel to the a* axis). In terms of reciprocal
space, we have a!!K and b!!M . The nearest U-U dis-
tance is between atoms in adjacent layers, equal to 4.132
Å. Correspondingly, as we shall see in Sec. II.C, the con-
ductivity is greatest along the c axis. The volume of the
unit cell is 140.96 Å3, the molar volume Vm!42.43
"10#6 m3/mol U, the mass density 1.940"104 kg/m3,
and molar weight 823.3 g. The mean atomic volume is
17.62 Å3.

In 1993, a study of the crystal structure of UPt3 using
transmission electron microscopy (TEM) discovered a
complex set of incommensurate structural modulations
at room temperature, corresponding to several q! vectors
of magnitude around 0.1"/a (Midgley et al., 1993). A
similar TEM study performed on a whisker of UPt3
found a well-developed incommensurate modulation
with a single q! !(0.1,#0.1,#0.1), i.e., of the same mag-
nitude, corresponding to a modulation of wavelength
#70 Å, coherent over microns (Ellman, Zaluska, and
Taillefer, 1995). However, a subsequent x-ray investiga-
tion of the structure of a whisker by Ellman et al. (1997)
found no trace of any incommensurate modulation, at
the level of one part in 105 (see also Walko et al., 2001).
This suggests that the structural distortions seen with
TEM may be the result of the rather violent surface
preparation techniques used to thin the samples (e.g.,
ion milling). We conclude that the intrinsic crystal struc-
ture of UPt3 is perfectly hexagonal. (Note, however, a
recent x-ray study which reports the observation of a
slight trigonal distortion; Walko et al., 2001.) Deviations
from this correspond to extrinsic lattice defects (such as
stacking faults), which of course are present to a varying
degree in different samples, as discussed in Sec. II.E.

The basic elastic properties of UPt3 are well described
by de Visser, Menovsky, and Franse (1987). Longitudinal
acoustic waves travel at a speed of 3860 and 3993 m/s
parallel and perpendicular to the c axis, respectively.
The two transverse acoustic modes propagate at 1385
m/s along the c axis and 1388 m/s (2076 m/s) along the b
axis with polarization parallel (perpendicular) to the c
axis. The Debye temperature is found to be 217 K, in
agreement with an estimate from specific heat (Sec.
II.C.1). The compressibilities are calculated by de Visser,
Menovsky, and Franse (1987):
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$V!2$a$$c!0.479 Mbar#1. (2)

B. Quasiparticle spectrum

1. Band structure

UPt3 is the archetype of a heavy-fermion system. It
has the qualitative properties of a Fermi liquid, but the
magnitude of the effective masses, reflected in the spe-
cific heat and magnetic susceptibility, is very much larger
than the free-electron value. The heaviness of the elec-
trons is generally attributed to electron correlations
which come from the strong repulsions on the U sites.

FIG. 2. Crystal structure of UPt3 (a) and its first Brillouin zone
(b).
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6. Other theories

A number of other proposals have been made but not
worked out in much detail. Some of these have interest-
ing features, but often too little is known about the
theory to give a reasonable evaluation. Three examples
are as follows: superconductivity is connected to a rota-
tion of the magnetic moment (Blount, Varma, and Aep-
pli, 1990); the order parameter is nonunitary and be-
longs to the E1u representation (Ohmi and Machida,
1996a, 1996b), or the order parameter belongs to the
E2g representation (Yin and Maki, 1994). There is also
an interesting theory based on combining the odd-
frequency pairing hypothesis with a novel picture of the
normal-state quasiparticles to produce a magnetic super-
conducting ordering (Coleman, Miranda, and Tsvelik,
1994).

IV. SUPERCONDUCTING PHASE DIAGRAM

A magnetic field H! has a profound effect on all super-
conductors. In conventional type-II systems there are
two superconducting phases in the H-T plane: the low-
field Meissner phase and the high-field vortex phase,
separated by the Hc1(T) curve. In UPt3 , by the same
count, there are five phases: phase C, which is a vortex
phase, and phases A and B, each divided into a Meissner
phase and a vortex phase [below and above Hc1(T)].

A. Zero field and ambient pressure

1. Specific heat

The specific heat of UPt3 is shown in Fig. 12 as C/T vs
T . The data of Brison et al. (1994a), on a high quality
single crystal annealed for 3 days at 1200 °C, nicely ex-
hibits the main features: the onset of superconductivity
at !0.5 K, the appearance of a second transition at a
slightly lower temperature, the roughly linear decrease
in C/T with temperature, and the large upturn below 0.1
K.

These features have been reproduced by several
groups on different samples, provided these were of suf-
ficient quality. As mentioned in Sec. II.E, improper heat
treatment, for example, can cause the two superconduct-
ing transitions to be considerably broadened and sup-
pressed.

The double transition was first resolved by Fisher
et al. (1989) and there is now overwhelming evidence
that it is an intrinsic property of UPt3 , a defining char-
acteristic of the pure material. The main arguments
against an extrinsic origin for the second transition,
caused, for example, by inhomogeneities in the sample,
are the following. All characteristics of the two transi-
tions are found to converge on one and the same set of
values for all crystals. For example, the difference "Tc
between the two Tc’s, commonly referred to as the
‘‘splitting,’’ is remarkably invariable (wandering at most
by !1%Tc). Both transitions can be very sharp, with a
width !Tc/100. No single transition has ever been ob-
served with a width less than the splitting (50 mK). Fi-
nally, the transitions shift in subtle, nontrivial ways un-
der applied magnetic field or pressure. For example, two
sharp transitions at ambient pressure turn (reversibly)
into a single, equally sharp transition upon applying hy-
drostatic pressure in excess of 4 kbar (Trappmann,
Löhneysen, and Taillefer, 1991). The reader is referred
to the excellent review on the specific heat of UPt3 by
Löhneysen (1994).

The specific heat in the vicinity of the supercon-
ducting transition is shown in Fig. 13 (for a high quality
polycrystal). Using an idealized construction for
C/T vs T shown by the straight lines (e.g., for the
P"0 curve), we can define the following character-
istics:

FIG. 12. Specific heat divided by temperature vs temperature.
From Brison et al., 1994b.

FIG. 13. Specific heat for different hydrostatic pressures plot-
ted as C/T vs T . From Trappmann, Löhneysen, and Taillefer,
1991.
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Figure 2.3: Ultrasonic attenuation data mapping out the phase diagram for
UPt3, showing the three diÆerent superconducting phases. The transition
temperatures have risen slightly over the years as sample quality has in-
creased, and at zero field T

c+ = 565mK and T
c° = 508mK. From[17]

agram of UPt3 and clarify the locations of nodes in the order parameter[18,

19, 20, 21, 22]. These experiments involved directional probes like ultrasonic

attenuation and thermal conductivity that tested the mobility of excitations

along various crystalline axes. Much like the specific heat measurements,

these experiments detected the energy gap by the way it froze out low-energy

excitations. In ordinary superconductors, transport properties exhibit an ex-

ponential decay as the temperature goes below the superconducting transi-

tion. The presence of nodes in the order parameter allow for more carriers,

and give linear or low-order power law behavior. Figure 2.3 shows a schematic

of the phase diagram for UPt3.

8



VOLUME 60, NUMBER 7 PHYSICAL REVIEW LETTERS 15 FEBRUAR&' 1988

120

O
O

0
100—

E& = 3 735 meV

Q = (0 53, 0, 1 0)
Q= (0.3,0, 10) T= 0 5K

7 rneV (n 60—
LLI
1-

40—

~o ~~0 ~-
CI

z 22k
LU

x

21 k

0.0 0.5 20
T(K)

FIG. 3. Temperature dependence of the peak intensity at
Q (2,0, 1) near the superconducting phase transition at T,
=0.5 K. The incoherent background at Q ( —,', 0, 1) and
T-15 K was 4761 counts/5 h. The top frame shows the tem-
perature dependence of the ac susceptibility measured simul-
taneously on a similarly mounted UPt3 crystal.

3

10

0.1 0.2
l

0.3 04
4(u (meV)

05 06

the magnetic susceptibility using the fluctuation-dissi-
pation theorem,

S(g,co) =X"(Q, co) [1 exp(—Phco—)]
where to obtain S(g,co), we have subtracted as back-
ground the Q (0.3,0, 1) data for hco &0.15 meV and a
constant of 24 counts/h for hco~ 0.15 meV. Figure
4(b) shows the results. The shape of Z"(Q, co) is similar
at both temperatures: There is a rise between hco =0 and
0.2 meV, followed by a plateau. While S(g, co) is con-
siderably larger at the higher temperature, I"(Q,co) is
somewhat smaller. At T=0.5 K, Z"(Q, co) is insensitive
to small offsets (such as Ah =0.03 as shown in Fig. 4)
from the ordering wave vector. Thus, the result that
Z"(Q, co) decreases as co is reduced below 0.2 meV per-
mits the identification of 0.2 meV as a characteristic en-
ergy for fluctuations of moment-containing regions of
size given by the inverse resolution volume (-104 A )
of the instrument.
We now describe how the magnetic order and fluctua-

tions vary with T. Figure 2(a) shows the temperature
dependence of the magnetic Bragg intensity Ia at
Q=(0.5, 1, 1.0) for one of our crystals. For T & TN=5
K, Iz rises linearly with decreasing temperature, a
feature found for the other two crystals examined in
similar detail. Thus, the mean-field expression,
M-(Tz —T)', adequately describes the temperature
dependence of the magnetic order parameter, over a
much wider range in T/TN than is ordinarily the case.
Figure 2(b) shows that S(g,co), measured with Q

FIG. 4. (a) Constant-Q scans at Q-(0.3,0, 1) at T=0.5 K
and Q (0.53,0, 1) at T 5 K and T 0.5 K. (b) 1"(Q,co) at
the same two temperatures deduced from these data as de-
scribed in the text.

offset slightly from the ordering vector to eliminate
Bragg contamination, has a maximum near TN. This re-
sult is expected for conventional magnets undergoing
second-order phase transitions. The decrease for T & T~
is associated with a reduction in the fluctuating moment
as the system becomes progressively more ordered. For
UPt3, the magnetoresistance (Bp/BH) and the tempera-
ture derivative (8p/t)T) of the resistivity have tempera-
ture dependences similar to that of S(g, co) shown in
Fig. 2(b). Thus, the hitherto unexplained maxima in
Bp/8T and c)p/BH near 5 K are most likely due to the
antiferromagnetic correlations probed in the present ex-
periment.
To determine whether superconductivity influences the

magnetic order of UPt3, we have performed a more de-
tailed study, using five crystals, of the (2,0, 1) intensity
at low temperatures. Figure 3 shows the results, togeth-
er with ac susceptibility data collected simultaneously on
a sixth crystal not in the neutron beam. The linear rise
in Ig persists to T„below which Ig becomes temperature
independent. While the influence of superconductivity
on magnetic order has been noted for other systems, '
UPt3 is the first system to display such an eAect where
electrons of the same type are responsible for both the
superconductivity and the magnetism. In the supercon-
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Neutron diA'raction shows that superconducting UPt3 can be an antiferromagnet with an ordered mo-
ment of (0.02 ~ 0.01)pa and a Neel temperature (TN) of 5 K. The squared order parameter is a linear
function of temperature from TN to the superconducting transition temperature, T, 0.5 K, below which
it ceases to evolve. Inelastic neutron scattering demonstrates that the Auctuating moments are strongly
correlated; the characteristic energy for Auctuations with wave vectors close to the ordering wave vector
is 0 2 meV =4kT, .
PACS numbers: 74.70.Tx, 61.12.6z

There is a growing consensus that the superconductivi-
ty of heavy-fermion systems is due to magnetic fluctua-
tions. Until now, however, the magnetic fluctuations in
the heavy-fermion superconductors have not been probed
at energies comparable to pair-breaking energies. Furth-
ermore, the influence of superconductivity on magnetic
correlations has yet to be demonstrated directly. In the
present paper, we describe a neutron-scattering experi-
ment which probes the low-frequency fluctuations in
UPt3. In addition, we show that superconducting UPt3
can be an antiferromagnet, as has been suggested by
muon spin-relaxation measurements, and that the evo-
lution of the antiferromagnetic order terminates at the
onset of superconductivity.
The experiments were performed with the TAS-7

triple-axis instrument installed at the end of a guide tube
emanating from the cold neutron source of the Rise
DR-3 reactor. A 20-cm-high segmented pyrolitic-
graphite (PG) crystal provides a vertically focused in-
cident beam. For inelastic measurements, a set of six
PG crystals, in a horizontally focusing arrangement,
function as an analyzer with an angular acceptance of
6', full width at half maximum (FWHM). For elastic
measurements, the analyzer was flat and used in com-
bination with a collimator. The PG crystals were set for
their (002) reflections. Various Be, BeO, and PG filters
eliminated higher-order contamination of the beam and
reduced the elastic scattering admitted by the analyzer
system at nominally finite energy transfers. For inelastic
scattering, the final energy was fixed at either Ef =5.1 or
3.735 meV. The corresponding energy resolutions were
0.2 and 0.1 meV (FWHM), respectively.
Four approximately cylindrical (6 mm diam) ingots of

UPt3 were grown by the float-zone method. These were

divided to yield six crystals, of which the five largest
(each of length =4 cm) were mounted together, so as to
intercept the neutron beam, on the cold finger of either a
dilution or pumped He cryostat. The sixth crystal was
mounted above the beam and fitted with coils to measure
the ac susceptibility (f=100 Hz) during the scattering
experiment. The (k, O, I) zones of the hexagonal close-
packed crystals (space-group P63/rnmc) coincided with
the horizontal scattering plane of the spectrometer. In
our experiment, momentum transfers are expressed in
reciprocal-lattice units, where a* =4tr/a 43 =1.261 A
and c*=2tr/c =1.285 A.
Earlier neutron-scattering experiments at relatively

large energy transfers (Ilto =6 meV) are consistent with
short-range antiferromagnetic correlations where the two
U ions in each unit cell tend to be oppositely polarized.
Because the long-range order associated with such corre-
lations would yield magnetic Bragg scattering only for
integer-valued reciprocal-lattice indices, it came as a
surprise that Ui „Th„Pt3 and U(Pti „Pd„)3, which
clearly undergo magnetic phase transitions ' for
x~0.02, display superlattice peaks at reciprocal-lattice
positions of the form (h+ —,', O, l), where It and I are in-
tegers. Particularly strong peaks were found at (~ —,',
0, 1) and (~ —,', 0,2). We therefore set out to probe the
elastic and inelastic scattering near ( —, , 0, 1) in our
nominally (see below) pure crystals of UPt3.
Figure 1 shows (h, O, I) scans sensitive to magnetic

fluctuations [for a fixed energy transfer of 0.5 meV, Fig.
1(a)] and static correlations [hto=0, Fig. 1(b)]. Well
above 5 K, the two scans are featureless, while at low
temperatures, there are well-defined maxima at Q=(+' —,', 0, 1). The elastic peak has widths (FWHM) of
0.01 reciprocal-lattice units both parallel and perpendic-
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below TN. (a) Taken at an energy transfer of 0.5 meV. Note
that while the scattering at 30 K no longer peaks at (+ —,',
0, 1), its level is higher than that seen between the maxima for
T= 1.8 K. (b) Elastic scattering with a PG and Be filtered
beam. The line through these points is a resolution-corrected
Lorentzian. The horizontal bar indicates the spectrometer
resolution as measured by X/2 scattering from the nuclear
(102) Bragg reIIection.
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ular to the basal planes; the corresponding resolution
widths are 0.006 reciprocal-lattice units in both direc-
tions. A survey in the (h, 0, 1) plane revealed superlattice
reflections at other reciprocal-lattice points of the form
Q=(h+ —,', O, l) (h and l are integers). The associated
intensities decrease with i Q i as expected for magnetic
reflections; furthermore, they are consistent with the
magnetic structure found for Ui —„Th„Pt3 and
U(Pdl —„Pt„)3. For this structure, the unit cell is dou-
bled in the basal planes and the ordered moment p.o is
parallel to the doubling direction. We have determined
the ordered moment via normalization with respect to
the weak nuclear Bragg peak at (1,0, 1). The result,
(0.02~0.01)pa, is consistent with the less exact esti-
mate 0.01@a& po & O. 1pa based on the muon spin-
relaxation measurements and is much smaller than that
(0.7 ~ 0.1)pa for the doped compounds.
To test whether the magnetic order is intrinsic to

UPt3, we have separately examined the four boules
which were grown at different times and with different
defect (stacking fault) densities, as established by neu-
tron diff'raction. The ordered moments and Neel tem-
peratures [TN=5 K, see Fig. 2(a) and the discussion
below] are all identical to within experimental error.
The Neel temperature of our samples is higher than
that (3.5 K) of the most lightly doped compound,
U(Pti „Pd )3 with x=2%, for which bulk measure-
ments yield clear signatures of a magnetic transition
and no sign of superconductivity. Electron microprobe
analysis on a segment of one of our samples revealed no
impurities with concentrations beyond the detectability
limit (0.1 wt. %). According to the more sensitive tech-
nique of inductive coupled plasma mass spectrometry,
the only appreciable contamination is due to a Pb isotope
( & 10 ppm by weight), probably the result of radioactive
decay; Pd and Th levels were ~ 1 ppm by weight. In re-

100—

10
T(Kj

20

FIG. 2. Temperature dependence of (a) the elastic peak in-
tensity of Q ( —,', 0, 1) and of (b) the scattering of Q
(0.52,0,0.99) with an energy transfer of 85 peV.

gard to the purity of our samples, we also recall that the
superconducting transition temperature and width are
very sensitive to chemical and other defects. ' Our ac
susceptibility data, shown in Fig. 3, indicate a relatively
high T, ( 0.5 K) and a narrow transition. We conclude
that the magnetic order reported here is a property of su-
perconducting UPt3. Even though by most standards,
our samples are exceptionally clean, some disorder must
be present because the magnetic diffraction peaks are not
resolution limited. Interestingly, the resolution-corrected
widths of the diffraction peaks correspond to distances
comparable to the electronic mean free path (=250 A)
established for some, but not all, crystals of UPt3.
It is apparent from Fig. 1(b) that there are substantial

magnetic fluctuations with wave vectors near ( —,', 0, 1).
To find the spectrum of these fluctuations, we performed
constant-Q scans as shown in Fig. 4. We have previous-
ly reported similar scans performed with coarser energy
resolution; more recently, others have also noted en-
hanced magnetic diffuse scattering and weak magnetic
Bragg scattering at ( —,',0, 1) in nominally pure UPt3.
Figure 4(a) displays raw data for two momentum
transfers and temperatures. At Q=(0.3,0, 1.0), the sig-
nal for A. co) 0.15 meV is indistinguishable from the
background level, established for neutron energy gain at
T=0.5 K. The increase for Am &0.15 is due to in-
coherent scattering with an intensity of 10 counts/min at
h, ru =0. We can extract the imaginary part, X"(Q, co), of
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AFM ->  d-wave pairing.

Beal-Monod, Bourbonnais and Emery (1986) 
Scalapino, Loh and Hirsch (1986) 

Miyake, Schmitt-Rink and Varma (1986)

FIG. 4 Figure from (Monod et al., 1986), one of three path-breaking papers in 1986 to link d-wave pairing

to antiferromagnetism. (a) is the bare interaction, (b) and (c) and (d) the paramagnon mediated interaction

between anti-parallel or parallel spins.

After a brief hiatus, interest in heavy electron physics re-ignited in the mid 1990’s with the

discovery of quantum critical points in these materials. High temperature superconductivity intro-

duced many important new ideas into our conception of electron fluids, including

• Non Fermi liquid behavior: the emergence of metallic states that can not be described as

fluids of renormalized quasiparticles.

• Quantum phase transitions and the notion that zero temperature quantum critical points

might profoundly modify finite temperature properties of metal.

Both of these effects are seen in a wide variety of heavy electron materials, providing an vital

alternative venue for research on these still unsolved aspects of interlinked, magnetic and electronic

behavior.

In 1995, Hilbert von Lohneyson and collaborators discovered that by alloying small amounts of

gold into CeCu6 that one can tune CeCu6−xAux through an antiferromagnetic quantum critical

point, and then reverse the process by the application of pressure (von Löhneysen, 1996; von

Löhneysen et al., 1994). These experiments showed that a heavy electron metal develops “non-

Fermi liquid” properties at a quantum critical point, including a linear temperature dependence of

the resistivity and a logarithmic dependence of the specific heat coefficient on temperature. Shortly

thereafter, Mathur et al. (Mathur et al., 1998), at Cambridge showed that when pressure is used

to drive the antiferromagnet CeIn3 through through a quantum phase transition, heavy electron
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Heavy quasiparticles

At lower temperatures:

How do we get from here to heavy Cooper pairs?
1. The local moments quench [via the Kondo effect],  
 forming heavy quasiparticles
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How do we get from here to heavy Cooper pairs?
1. The local moments quench [via the Kondo effect],  
 forming heavy quasiparticles
2. The heavy quasiparticles pair [via residual spin fluctuations]

Heavy Cooper Pairs

These two stages are well separated.

At very low temperatures:

Beal-Monod, Bourbonnais and Emery (1986) 
Scalapino, Loh and Hirsch (1986) 

Miyake, Schmitt-Rink and Varma (1986)
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FIG. 24. Magnetic susceptibility vs temperature for UBe&3
{Brodsky and Friddle, 1974). These data are similar in their
temperature dependence, but not their magnitude, to data for
NpBe~3.

ures, all eight systems follow a Curie-Weiss law (X
linear in T) at higher temperatures, with effective mo-
ments over 2p~ and a negative intercept on the tempera-
ture axis (—=O). Let us now concentrate on the parame-
ters in Table III.

1. Sample dependence
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FIG. 26. Inverse susceptibility along the a axis for UPt3 by
Frings et al. (1983). Note that data up to only 300 K would
give an incorrect p,qf of 2.4@~.

compounds, sample-to-sample variation in X(T=0) is
limited to 30%. The variation in the values of p,ff and 0
is also considerable, owing at least partly. to crystal-field-
caused curvature in the X ' vs T data that is not finished
by 300 K, i.e., the higher-temperature derived values
should normally be closer to the correct value. It is not
clear, however, in the case of UBe~3 which value to use
for p,rr and O.

The reported susceptibility values for a given com-
pound vary widely, as can be seen in Table III. Just as in
Sec. II, CeCuqSiz has the largest sample dependence (at
least a factor of 2) in its susceptibility. For the other
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FIG. 25. Inverse magnetic susceptibility for UBe&3 (Ott et al. ,
1984c), with the straight line showing the Curie-Weiss behavior
at higher temperatures.

FIG. 27. Susceptibility data on a single crystal of UPt3 by
Frings et aL (1983). Note the large anisotropy between the
basal plane (a,b axes) and the c axis, and the peak in the sus-
ceptibility at 19K.
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where N(Ez) is the density of electronic states
per spin direction at the Fermi energy EF, p, &
is the Bohr magneton, and k& is Boltzmann's
constant. If we insert the above-quoted value for
y = 1.1 J/mole K' into Eq. (1), we obtain X =1.51
x10 ' emu/mole, in extremely good agreement
with our experimental. vat. ue of X at about 1 K,
again confirming the claim above, that we are
dealing with an electronic system that can be
described as a Fermi liquid.
The maximum resistivity is thought to be due

to incoherent scattering of conduction electrons
at the U ions and may, according to Friedel, "
be described by

FIG. 2. Temperature dependence of the electrical
resistivity of single-crystalline UBe&3. Inset: The low-
temperature part on an extended temperature scale.

superconducting transition at 0.86 K. As may be
seen from the inset in Fig. 2, the resistive tran-
siti.on to the superconducting state is much more
narrow in temperature than the transitions shown
in Fig. 1. These features are probably due to
residual inhomogeneities in the not yet optimized
samples.
For the room-temperature lattice constant of

the UBe» single crystal. s used in the present in-
vestigation we obtained 10.2607 A, resulting in a
nearest U-U distance of 5.130A in this compound.
According to Hil. l. 's earlier arguments" it may
therefore be expected that the 5f electrons of
the U ' ions are fairly well localized and with
any conventional view, certainly no occurrence
of superconductivity in such a system is antici-
pated. On the contrary, the common enhanced
increase of c~/T and X (not shown explicitly here),
as well as of p, with decreasing temperature be-
low 10 K rather indicate precursor effects to a
possibl. e magnetic phase transition.
This pronounced temperature dependence of all.

these properties just above T, makes a clear-cut
interpretation of the experimental. data somewhat
difficult. Nevertheless it is interesting to quote
some val. ues for physically important parameters
which we calculate from our experimental data.
If, as indicated above, the specific heat up to
about 1 K is interpreted as being of electronic
origin we can calculate the corresponding mag-
netic susceptibility of that electronic system us-
ing

X =2p B &(EF)= 3|zan y/" tza

where l =3 for f electrons, c=~z is the concen-
tration of scattering centers, Z is the number
of conduction electrons per atom, and kz = (3zz'Z/
0)' ' with 0 as the mean volume per atom. From
it we can calcul. ate Z and subsequently k F through

Z = [2(2 l+ 1)tzc/e2p ] ~4[@/3&2]z~4 (3)

From the experimental. value of p „we obtain
Z =0.81 per atom and k F=1.36&&10 em . Wi,thi, n
the Fermi-1. iquid model. we then deduce an effec-
tive mass of the fermions of m*= 192m, . The
still. rather high el.ectrieal resistivity at T, in-
dicates that superconducting parameters of the
present material should be cal.cul.ated in the dirty
limit. According to Hake, '~ (BH,2/&T)r is then
given by

(&H 2/&T)r =—4.48&104py, (4)

wherey is given in cgs units and p in 0 cm. In-
serting our experimental values for y and (BH„/
&T)r we obtain p =42 p,Q cm, the expected value
of the residual resistivity for T-0. Once ongoing
additional experiments give more information on
other supercondueting parameters of UBe» we
shall discuss them by comparing them with the
presently available normal- state properties.
In conclusion we feel. that the experimental. data

presented and described above show convincingly
that, as was anticipated, CeCu, Si, is not a singu-
larity of nature. " It seems again quite cl.ear that
the presence of f electrons is essential for the
occurrence of superconductivity in UBe», since
no traces of superconductivity were found in
LaBe», LuBe», and ThBe» down to 0.45 K.'
Since UBe» shows al. l. the interesting features
not onl.y in polycrystalline but also in its single-
crystal. line form at zero pressure, "this mater-
ial. is very well suited to investigation of the mi-
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linear in T) at higher temperatures, with effective mo-
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ture axis (—=O). Let us now concentrate on the parame-
ters in Table III.
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compounds, sample-to-sample variation in X(T=0) is
limited to 30%. The variation in the values of p,ff and 0
is also considerable, owing at least partly. to crystal-field-
caused curvature in the X ' vs T data that is not finished
by 300 K, i.e., the higher-temperature derived values
should normally be closer to the correct value. It is not
clear, however, in the case of UBe~3 which value to use
for p,rr and O.

The reported susceptibility values for a given com-
pound vary widely, as can be seen in Table III. Just as in
Sec. II, CeCuqSiz has the largest sample dependence (at
least a factor of 2) in its susceptibility. For the other
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at higher temperatures.

FIG. 27. Susceptibility data on a single crystal of UPt3 by
Frings et aL (1983). Note the large anisotropy between the
basal plane (a,b axes) and the c axis, and the peak in the sus-
ceptibility at 19K.
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where N(Ez) is the density of electronic states
per spin direction at the Fermi energy EF, p, &
is the Bohr magneton, and k& is Boltzmann's
constant. If we insert the above-quoted value for
y = 1.1 J/mole K' into Eq. (1), we obtain X =1.51
x10 ' emu/mole, in extremely good agreement
with our experimental. vat. ue of X at about 1 K,
again confirming the claim above, that we are
dealing with an electronic system that can be
described as a Fermi liquid.
The maximum resistivity is thought to be due

to incoherent scattering of conduction electrons
at the U ions and may, according to Friedel, "
be described by

FIG. 2. Temperature dependence of the electrical
resistivity of single-crystalline UBe&3. Inset: The low-
temperature part on an extended temperature scale.

superconducting transition at 0.86 K. As may be
seen from the inset in Fig. 2, the resistive tran-
siti.on to the superconducting state is much more
narrow in temperature than the transitions shown
in Fig. 1. These features are probably due to
residual inhomogeneities in the not yet optimized
samples.
For the room-temperature lattice constant of

the UBe» single crystal. s used in the present in-
vestigation we obtained 10.2607 A, resulting in a
nearest U-U distance of 5.130A in this compound.
According to Hil. l. 's earlier arguments" it may
therefore be expected that the 5f electrons of
the U ' ions are fairly well localized and with
any conventional view, certainly no occurrence
of superconductivity in such a system is antici-
pated. On the contrary, the common enhanced
increase of c~/T and X (not shown explicitly here),
as well as of p, with decreasing temperature be-
low 10 K rather indicate precursor effects to a
possibl. e magnetic phase transition.
This pronounced temperature dependence of all.

these properties just above T, makes a clear-cut
interpretation of the experimental. data somewhat
difficult. Nevertheless it is interesting to quote
some val. ues for physically important parameters
which we calculate from our experimental data.
If, as indicated above, the specific heat up to
about 1 K is interpreted as being of electronic
origin we can calculate the corresponding mag-
netic susceptibility of that electronic system us-
ing

X =2p B &(EF)= 3|zan y/" tza

where l =3 for f electrons, c=~z is the concen-
tration of scattering centers, Z is the number
of conduction electrons per atom, and kz = (3zz'Z/
0)' ' with 0 as the mean volume per atom. From
it we can calcul. ate Z and subsequently k F through

Z = [2(2 l+ 1)tzc/e2p ] ~4[@/3&2]z~4 (3)

From the experimental. value of p „we obtain
Z =0.81 per atom and k F=1.36&&10 em . Wi,thi, n
the Fermi-1. iquid model. we then deduce an effec-
tive mass of the fermions of m*= 192m, . The
still. rather high el.ectrieal resistivity at T, in-
dicates that superconducting parameters of the
present material should be cal.cul.ated in the dirty
limit. According to Hake, '~ (BH,2/&T)r is then
given by

(&H 2/&T)r =—4.48&104py, (4)

wherey is given in cgs units and p in 0 cm. In-
serting our experimental values for y and (BH„/
&T)r we obtain p =42 p,Q cm, the expected value
of the residual resistivity for T-0. Once ongoing
additional experiments give more information on
other supercondueting parameters of UBe» we
shall discuss them by comparing them with the
presently available normal- state properties.
In conclusion we feel. that the experimental. data

presented and described above show convincingly
that, as was anticipated, CeCu, Si, is not a singu-
larity of nature. " It seems again quite cl.ear that
the presence of f electrons is essential for the
occurrence of superconductivity in UBe», since
no traces of superconductivity were found in
LaBe», LuBe», and ThBe» down to 0.45 K.'
Since UBe» shows al. l. the interesting features
not onl.y in polycrystalline but also in its single-
crystal. line form at zero pressure, "this mater-
ial. is very well suited to investigation of the mi-
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ures, all eight systems follow a Curie-Weiss law (X
linear in T) at higher temperatures, with effective mo-
ments over 2p~ and a negative intercept on the tempera-
ture axis (—=O). Let us now concentrate on the parame-
ters in Table III.

1. Sample dependence
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FIG. 26. Inverse susceptibility along the a axis for UPt3 by
Frings et al. (1983). Note that data up to only 300 K would
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compounds, sample-to-sample variation in X(T=0) is
limited to 30%. The variation in the values of p,ff and 0
is also considerable, owing at least partly. to crystal-field-
caused curvature in the X ' vs T data that is not finished
by 300 K, i.e., the higher-temperature derived values
should normally be closer to the correct value. It is not
clear, however, in the case of UBe~3 which value to use
for p,rr and O.

The reported susceptibility values for a given com-
pound vary widely, as can be seen in Table III. Just as in
Sec. II, CeCuqSiz has the largest sample dependence (at
least a factor of 2) in its susceptibility. For the other
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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which the Néel temperature T
N

tends to absolute zero. Upper inset: this transition

is complete even below p
c

itself. Lower inset: just abovep
c

, where there is noNéel
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which the Néel temperature T
N

tends to absolute zero. Upper inset: this transition

is complete even below p
c

itself. Lower inset: just abovep
c

, where there is noNéel
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c

have been scaled by a factor of ten. The

resistivity exponents of CeIn

3

and CePd

2

Si

2

may be understood by taking into

account the underlying symmetries of the antiferromagnetic states and using

the magnetic interactions model. Superconductivity near n
c

in pure samples is

expected to be a natural consequence of the same model.
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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demonstrate that the normal state resistivity varies as T1.660.2

below several

degrees K (ref. 29) (Dr is the difference between the normal state resistivity and its

residual value—which is calculated by extrapolating the normal-state resistivity to
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the magnetic interactions model. Superconductivity near n
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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transition, a plot of the temperature dependence of d(ln Dr)/d(ln T) is best able to

demonstrate that the normal state resistivity varies as T1.660.2

below several

degrees K (ref. 29) (Dr is the difference between the normal state resistivity and its

residual value—which is calculated by extrapolating the normal-state resistivity to

absolute zero). For clarity, the values of T
c

have been scaled by a factor of ten. The

resistivity exponents of CeIn

3

and CePd

2

Si

2

may be understood by taking into

account the underlying symmetries of the antiferromagnetic states and using

the magnetic interactions model. Superconductivity near n
c

in pure samples is

expected to be a natural consequence of the same model.
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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Néel temperature T
N

tends to absolute zero. Inset: the normal state a-axis

resistivity above the superconducting transition varies as T 1.260.1

over nearly two

decades in temperature

27,30

. The upper critical field B
c2

at the maximum value of T
c

varies near T
c

at a rate of approximately −6 T/K. For clarity, the values of T
c

have

been scaled by a factor of three, and the origin of the inset has been set at 5K

below absolute zero.

0

5

10

0 10 20 30

Te
m

pe
ra

tu
re

 (K
)

Pressure (kbar)

TN

10 T
Superconductivity c

0

0.4

0.8

1.2

0 0.4 0.8 1.2
T (K)

24.0 kbar

Tc

ρ 
(µ
Ω

 c
m

)

0

1

2

0.6 1 1.4
log

10 (T(K))

27 kbar

d 
(ln

 Δ
ρ)

 / 
d 

(ln
 T

)

Figure 3 Temperature–pressure phase diagram of high-purity single-crystal

CeIn

3

. A sharp drop in the resistivity consistent with the onset of super-

conductivity below T
c

is observed in a narrow window near p
c

, the pressure at
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is complete even below p
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, where there is noNéel

transition, a plot of the temperature dependence of d(ln Dr)/d(ln T) is best able to

demonstrate that the normal state resistivity varies as T1.660.2

below several

degrees K (ref. 29) (Dr is the difference between the normal state resistivity and its

residual value—which is calculated by extrapolating the normal-state resistivity to

absolute zero). For clarity, the values of T
c

have been scaled by a factor of ten. The

resistivity exponents of CeIn

3
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Si
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may be understood by taking into

account the underlying symmetries of the antiferromagnetic states and using

the magnetic interactions model. Superconductivity near n
c

in pure samples is

expected to be a natural consequence of the same model.
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PuCoGa5 with Tsc = 18.5 K, cited from refs. [7–15].

The cyclotron mass of the main dHvA frequencies β2 and α2,3 in Fig. 3(e) increases rapidly above 1.6 GPa, where
superconductivity sets in: 5.5m0 at ambient pressure, 20m0 at 1.6 GPa, and 60m0 at 2.2 GPa for β2, where the
cyclotron mass was determined in the field range from 100 to 169 kOe, namely at an effective field Heff = 126 kOe.
On the other hand, the cyclotron mass of α3, which was observed above 2.4 GPa, decreases slightly with increasing
pressure: about 30m0 at 2.4 GPa and 24m0 at 2.9 GPa. The dHvA frequency β2, which exists in CeCoIn5, was,
however, not detected above 2.4 GPa. This is mainly due to a large cyclotron effective mass close to 100 m0.

From these experimental results, it is concluded that the Fermi surface in CeRhIn5 under pressure is changed from
a 4f -localized Fermi surface to a 4f -itinerant Fermi surface. A notable change in the Fermi surface occurs when the
pressure crosses P ∗

c ≃ 2.4 GPa, revealing a first-order phase transition. Superconductivity is, however, realized in the
pressure region ranging from 1.6 to 5.2 GPa. It is important to emphasize that the cyclotron masses are extremely
large in this pressure region, namely in the heavy fermion state.

It is also noted that the similar dHvA experiment was done for antiferromagnets CeRh2Si2 [20] and CeIn3 [19].
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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is complete even below p
c
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transition, a plot of the temperature dependence of d(ln Dr)/d(ln T) is best able to

demonstrate that the normal state resistivity varies as T1.660.2

below several

degrees K (ref. 29) (Dr is the difference between the normal state resistivity and its

residual value—which is calculated by extrapolating the normal-state resistivity to

absolute zero). For clarity, the values of T
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have been scaled by a factor of ten. The
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may be understood by taking into
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the magnetic interactions model. Superconductivity near n
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Fig. 2. (Color online) (a)-(c) Temperature dependence of the electrical resistivity under pressure and pressure vs temperature
phase diagram in CeRhIn5, (d) resistivity in non-5f ThRhIn5, Pauli paramagnet UCoGa5, antiferromagnet NpCoGa5 with TN

= 47 K, (e) and (f) resistivity in heavy fermion superconductors CeCoIn5 with Tsc = 2.3 K, NpPd5Al2 with Tsc = 4.9 K, and
PuCoGa5 with Tsc = 18.5 K, cited from refs. [7–15].

The cyclotron mass of the main dHvA frequencies β2 and α2,3 in Fig. 3(e) increases rapidly above 1.6 GPa, where
superconductivity sets in: 5.5m0 at ambient pressure, 20m0 at 1.6 GPa, and 60m0 at 2.2 GPa for β2, where the
cyclotron mass was determined in the field range from 100 to 169 kOe, namely at an effective field Heff = 126 kOe.
On the other hand, the cyclotron mass of α3, which was observed above 2.4 GPa, decreases slightly with increasing
pressure: about 30m0 at 2.4 GPa and 24m0 at 2.9 GPa. The dHvA frequency β2, which exists in CeCoIn5, was,
however, not detected above 2.4 GPa. This is mainly due to a large cyclotron effective mass close to 100 m0.

From these experimental results, it is concluded that the Fermi surface in CeRhIn5 under pressure is changed from
a 4f -localized Fermi surface to a 4f -itinerant Fermi surface. A notable change in the Fermi surface occurs when the
pressure crosses P ∗

c ≃ 2.4 GPa, revealing a first-order phase transition. Superconductivity is, however, realized in the
pressure region ranging from 1.6 to 5.2 GPa. It is important to emphasize that the cyclotron masses are extremely
large in this pressure region, namely in the heavy fermion state.

It is also noted that the similar dHvA experiment was done for antiferromagnets CeRh2Si2 [20] and CeIn3 [19].
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in good thermal contact with both the pressure cell and the sample
leads. To try to ensure adequate pressure and temperature homo-
geneity, a slow cooling rate from room temperature, typically
0.2 K min−1, was employed. Measurements were carried out from
room temperature to the millikelvin temperature range within a
pumped 4He cryostat, an adiabatic demagnetization refrigerator
and a top-loading dilution refrigerator.

Our key experimental results are summarized in Figs 2, 3. In the
materials studied, the antiferromagnetic ordering temperature TN,
at which there is a discontinuity in the gradient of the resistivity r
(not shown), was found to decrease slowly and monotonically with
increasing pressure, p. Over a wide region of the CePd2Si2 phase
diagram, TN is close to being linear in p, and extrapolation from this
regime to absolute zero allows us to define an effective critical
pressure pc of 28 kbar. In CeIn3, the variation of TN with p is more
rapid, and we estimate pc to be ,26 kbar. The behaviour of TN as it
falls below 1 K has not been resolved in these studies.

In the case of CePd2Si2, the resistivity r does not exhibit the
standard T 2 form expected of a Fermi liquid. Careful analysis shows
that near pc it in fact varies as T 1.260.1 over nearly two decades in
temperature down to the millikelvin range (Fig. 2, inset). Below
500 mK and in a narrow region near pc, we observe an abrupt drop
in r to below the detection limit, consistent with the occurrence of a
superconducting transition, as discovered during our initial obser-
vations in September 199437,38. At a given pressure, this transition
may be characterized by a temperature Tc, at which r falls to 50% of
its normal state value. The width of this transition grows markedly
as the pressure is varied away from pc. We stress that experimentally,
r is found to actually vanish only close to pc. By energizing a Nb–Ti
coil placed in our pressure cell, it was established that the upper
critical field Bc2 varies as dBc2ðpcÞ=dT, 2 6 T=K near Tc. This is a
high rate of change for such a small value of Tc—much higher than
the expected figure for a conventional superconductor. However,
it is the same order of magnitude as the value found in the
heavy fermion superconductor CeCu2Si2 (ref. 27). We note that in
a traditional analysis, the slope of Bc2(T ) at Tc implies a super-
conducting coherence length of 150 Å, a value which is below the
value of lmfp that we estimate for our best samples. No super-
conductivity has been observed in specimens with residual resistiv-
ities above several mQ cm, namely those with an estimated lmfp that is

substantially below y (for a similar example, see ref. 39).
In the case of cubic CeIn3, we find that very close to pc the normal

state resistivity assumes a non-Fermi liquid form, but this time40,41

varies as T 1.660.2. Thus, near their respective critical pressures, the
resistivity exponent in the cubic material is significantly higher than
it is in tetragonal CePd2Si2. In a very narrow region near pc, we again
see a sharp drop in r to below the detection limit, but at somewhat
lower temperatures than the transitions observed in CePd2Si2. This
is consistent with the occurrence of superconductivity in yet
another cerium compound on the edge of long-range magnetic
order40,41.

We stress that in each material studied, both the form of the
temperature dependence of the normal state resistivity, and the
nature and existence of the superconducting transition are sensitive
to sample quality. In particular, the superconducting transitions
appear only in samples with residual resistivities in the low mQ cm
range, as expected in the case of anisotropic pair states with
coherence lengths of the order of a few hundred ångströms.

Magnetic interactions
The observed temperature–pressure phase diagrams for both
CePd2Si2 and CeIn3 are at least qualitatively consistent with what
is expected in terms of the magnetic interactions model (Fig. 1). We
now consider a more quantitative comparison. In the following it is
assumed that the magnetic transition is continuous and that n is
close to nc. The incoherent scattering of quasiparticles via magnetic
interactions is then expected to lead to a resistivity of the form

r ¼ r0 þ ATx ð1Þ

where r0 and A are constants and the exponent x is smaller than two,
that is, smaller that it is in a conventional Fermi liquid at low T
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is observed in a narrow window near p
c

, the pressure at

which the Néel temperature T
N

tends to absolute zero. Upper inset: this transition

is complete even below p
c

itself. Lower inset: just abovep
c

, where there is noNéel

transition, a plot of the temperature dependence of d(ln Dr)/d(ln T) is best able to

demonstrate that the normal state resistivity varies as T1.660.2

below several

degrees K (ref. 29) (Dr is the difference between the normal state resistivity and its

residual value—which is calculated by extrapolating the normal-state resistivity to

absolute zero). For clarity, the values of T
c

have been scaled by a factor of ten. The

resistivity exponents of CeIn

3

and CePd

2

Si

2

may be understood by taking into

account the underlying symmetries of the antiferromagnetic states and using

the magnetic interactions model. Superconductivity near n
c

in pure samples is

expected to be a natural consequence of the same model.

Mathur, Lonzarich  et al (1998)
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Fig. 2. (Color online) (a)-(c) Temperature dependence of the electrical resistivity under pressure and pressure vs temperature
phase diagram in CeRhIn5, (d) resistivity in non-5f ThRhIn5, Pauli paramagnet UCoGa5, antiferromagnet NpCoGa5 with TN

= 47 K, (e) and (f) resistivity in heavy fermion superconductors CeCoIn5 with Tsc = 2.3 K, NpPd5Al2 with Tsc = 4.9 K, and
PuCoGa5 with Tsc = 18.5 K, cited from refs. [7–15].

The cyclotron mass of the main dHvA frequencies β2 and α2,3 in Fig. 3(e) increases rapidly above 1.6 GPa, where
superconductivity sets in: 5.5m0 at ambient pressure, 20m0 at 1.6 GPa, and 60m0 at 2.2 GPa for β2, where the
cyclotron mass was determined in the field range from 100 to 169 kOe, namely at an effective field Heff = 126 kOe.
On the other hand, the cyclotron mass of α3, which was observed above 2.4 GPa, decreases slightly with increasing
pressure: about 30m0 at 2.4 GPa and 24m0 at 2.9 GPa. The dHvA frequency β2, which exists in CeCoIn5, was,
however, not detected above 2.4 GPa. This is mainly due to a large cyclotron effective mass close to 100 m0.

From these experimental results, it is concluded that the Fermi surface in CeRhIn5 under pressure is changed from
a 4f -localized Fermi surface to a 4f -itinerant Fermi surface. A notable change in the Fermi surface occurs when the
pressure crosses P ∗

c ≃ 2.4 GPa, revealing a first-order phase transition. Superconductivity is, however, realized in the
pressure region ranging from 1.6 to 5.2 GPa. It is important to emphasize that the cyclotron masses are extremely
large in this pressure region, namely in the heavy fermion state.

It is also noted that the similar dHvA experiment was done for antiferromagnets CeRh2Si2 [20] and CeIn3 [19].
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The cyclotron mass of the main dHvA frequencies β2 and α2,3 in Fig. 3(e) increases rapidly above 1.6 GPa, where
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cyclotron mass was determined in the field range from 100 to 169 kOe, namely at an effective field Heff = 126 kOe.
On the other hand, the cyclotron mass of α3, which was observed above 2.4 GPa, decreases slightly with increasing
pressure: about 30m0 at 2.4 GPa and 24m0 at 2.9 GPa. The dHvA frequency β2, which exists in CeCoIn5, was,
however, not detected above 2.4 GPa. This is mainly due to a large cyclotron effective mass close to 100 m0.

From these experimental results, it is concluded that the Fermi surface in CeRhIn5 under pressure is changed from
a 4f -localized Fermi surface to a 4f -itinerant Fermi surface. A notable change in the Fermi surface occurs when the
pressure crosses P ∗

c ≃ 2.4 GPa, revealing a first-order phase transition. Superconductivity is, however, realized in the
pressure region ranging from 1.6 to 5.2 GPa. It is important to emphasize that the cyclotron masses are extremely
large in this pressure region, namely in the heavy fermion state.

It is also noted that the similar dHvA experiment was done for antiferromagnets CeRh2Si2 [20] and CeIn3 [19].
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pressure: about 30m0 at 2.4 GPa and 24m0 at 2.9 GPa. The dHvA frequency β2, which exists in CeCoIn5, was,
however, not detected above 2.4 GPa. This is mainly due to a large cyclotron effective mass close to 100 m0.

From these experimental results, it is concluded that the Fermi surface in CeRhIn5 under pressure is changed from
a 4f -localized Fermi surface to a 4f -itinerant Fermi surface. A notable change in the Fermi surface occurs when the
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c ≃ 2.4 GPa, revealing a first-order phase transition. Superconductivity is, however, realized in the
pressure region ranging from 1.6 to 5.2 GPa. It is important to emphasize that the cyclotron masses are extremely
large in this pressure region, namely in the heavy fermion state.
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superconductivity sets in: 5.5m0 at ambient pressure, 20m0 at 1.6 GPa, and 60m0 at 2.2 GPa for β2, where the
cyclotron mass was determined in the field range from 100 to 169 kOe, namely at an effective field Heff = 126 kOe.
On the other hand, the cyclotron mass of α3, which was observed above 2.4 GPa, decreases slightly with increasing
pressure: about 30m0 at 2.4 GPa and 24m0 at 2.9 GPa. The dHvA frequency β2, which exists in CeCoIn5, was,
however, not detected above 2.4 GPa. This is mainly due to a large cyclotron effective mass close to 100 m0.

From these experimental results, it is concluded that the Fermi surface in CeRhIn5 under pressure is changed from
a 4f -localized Fermi surface to a 4f -itinerant Fermi surface. A notable change in the Fermi surface occurs when the
pressure crosses P ∗

c ≃ 2.4 GPa, revealing a first-order phase transition. Superconductivity is, however, realized in the
pressure region ranging from 1.6 to 5.2 GPa. It is important to emphasize that the cyclotron masses are extremely
large in this pressure region, namely in the heavy fermion state.

It is also noted that the similar dHvA experiment was done for antiferromagnets CeRh2Si2 [20] and CeIn3 [19].
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Yet…



Magnetic pairing appears ubiquitous

But...
! Two domes in CeMIn5
! Superconductivity without magnetism 

 (PuMIn5, PuMGa5, NpPd5Al2)
! Extreme robustness to disorder

! Many Ce superconductors, 
        one (weak) Yb superconductor

x (Yb)

3

Are there other possible mechanisms?
Ce1-xYbxCoIn5

L. Shu et al PRL 2011

Sarrao and Thompson JPSJ (2007)
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Curie

No Pauli paramagnetism
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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Fig. 1. Tetragonal crystal structure of NpPd5Al2.
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indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
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the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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Fig. 1. Tetragonal crystal structure of NpPd5Al2.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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Fig. 1. Tetragonal crystal structure of NpPd5Al2.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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Fig. 1. Tetragonal crystal structure of NpPd5Al2.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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Fig. 1. Tetragonal crystal structure of NpPd5Al2.

80

60

40

20

0

 (µ
Ω

. c
m

)
ρ

3002001000
Temperature (K)

NpPd5Al2
J // [100]

10

5

0

 (µ
Ω

. c
m

)
ρ

86420
Temperature (K)

  1 kOe
  7
11

50

 J  // [100]
H  // [010]

2025303335

20

10

0

 (µ
Ω

. c
m

)
ρ

20151050 K

(a)

(b)

Fig. 2. (a) Temperature dependence of the electrical resistivity and (b) the
resistivity under vaious constant magnetic fields in NpPd5Al2.

200

150

100

50

0

H
c2

 (k
O

e)

6420

Temperature (K)

H // [001]

[100]

NpPd5Al2

Fig. 3. Temperature dependence of the upper critical field Hc2 for
H k ½100# and [001].

J. Phys. Soc. Jpn., Vol. 76, No. 6 LETTERS D. AOKI et al.

063701-2

Signals a release of the local moment

from the condensate.

Local Moments

Singlet condensate
0.2 𝞵B

0.3 𝞵B

CeCoIn5



dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.

[001]

[100]
[010]

NpPd5Al2

Pd(1)
Np

Pd(2)

Al

C

B O

A

Fig. 1. Tetragonal crystal structure of NpPd5Al2.

80

60

40

20

0

 (µ
Ω

. c
m

)
ρ

3002001000
Temperature (K)

NpPd5Al2
J // [100]

10

5

0

 (µ
Ω

. c
m

)
ρ

86420
Temperature (K)

  1 kOe
  7
11

50

 J  // [100]
H  // [010]

2025303335

20

10

0

 (µ
Ω

. c
m

)
ρ

20151050 K

(a)

(b)

Fig. 2. (a) Temperature dependence of the electrical resistivity and (b) the
resistivity under vaious constant magnetic fields in NpPd5Al2.

200

150

100

50

0

H
c2

 (k
O

e)

6420

Temperature (K)

H // [001]

[100]

NpPd5Al2

Fig. 3. Temperature dependence of the upper critical field Hc2 for
H k ½100# and [001].

J. Phys. Soc. Jpn., Vol. 76, No. 6 LETTERS D. AOKI et al.

063701-2

Local Moments

Singlet condensate

Jan 8, 2012 Beijing

in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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in sample 2, whereas no foreign phase was found in sample
1 within an experimental sensitivity. Since sample 1 is con-
sidered to be of higher quality, we mainly present the results
for sample 1 in this paper, although the magnetization results
were qualitatively the same for the two samples except for
the low-field part. From the de Haas–van Alphen experiment
near Hc2,23,24 the electron mean free path l of the sample was
estimated to be in excess of 2000 Å, well in the clean limit
l!!a ,c("100 Å).21 The dc magnetization measurements in
the temperature range 50 mK–2 K have been carried out by
a capacitive Faraday magnetometer.22 In all measurements, a
field gradient of 800 Oe/cm was applied to the sample in
addition to uniform magnetic fields. By detecting only the
magnetic force proportional to the field gradient, we could
obtain the true magnetization of the sample. Due to a small
dimension of the sample, field distribution inside the sample
was less than 100 Oe. A superconducting quantum interfer-
ence device magnetometer "MPMS, Quantum Design# was
also utilized to measure the dc magnetization in temperatures
above 2 K and in fields below 7 T.
Figure 1 shows the isothermal magnetization curves of

CeCoIn5 at the base temperature of 50 mK in fields up to 125
kOe applied along the a and c axes. These data were taken
by slowly scanning the field after zero-field cooling the
sample from a temperature well above Tc . The irreversibility
of the magnetization due to flux pinning is very small, dem-
onstrating the high quality of our sample. The magnetization
curves show a clear discontinuous jump at 49 kOe for H!c
and at 116 kOe for H!a . Since the irreversibility in the
M (H) curve completely disappears after the jump and no
further anomaly is found at higher fields, we may regard the
position of the jump as the upper critical field Hc2. The ob-
tained Hc2 coincides well with the previous one determined
by ac susceptibility and specific-heat measurements.4,23–25 A

small but distinct hysteresis is found in the transition for both
directions; the width of the hysteresis is 150 Oe for H!c and
750 Oe for H!a "the lower inset#. Accordingly, the observed
transition at Hc2 is considered to be of first order at this
temperature. The superconducting condensation energy,
Hc
2/8$ , can be estimated by integrating the magnetization

curve: M#%nH , where %n is the magnetic susceptibility for
the normal state. We obtain Hc

2/8$&1.3$105erg/cm3, which
is extraordinarily large compared to the other HF supercon-
ductors.
Interestingly, a remarkable peak effect is observed for

H!c; a sharp hysteresis peak can be seen at 2.3 T well below
Hc2. In addition, a small but appreciable peak is found at
around 0.9 T as well. Surprisingly, temperature dependence
of the peak effect is extremely strong as shown in the inset of
Fig. 1; as the temperature increases slightly, the higher-field
peak rapidly shifts to the lower-field side, whereas the lower
peak moves to the higher-field side. It seems that both peaks
merge at '1.6 T and at 150 mK, and disappear at higher
T. It should be noted that the similar peak effect, though less
pronounced, was also observed in sample 2, implying that
the observed peak effect is an intrinsic phenomenon.19 We
will come back to this point later.
In order to show the temperature dependence of the tran-

sition at Hc2, we display the magnetization curves M (H) at
several selected temperatures between 0.45 K and 1.8 K in
Fig. 2. Arrows indicate the position of Hc2 defined by the
anomaly in the M (H) curves, which decreases monoto-
nously with increasing temperature. In the data for H!a "the
upper part of Fig. 2#, the discontinuity of the magnetization
is still discernible in the data at 0.61 K, whereas at 0.84 K no
clear feature of a first-order transition is seen at Hc2. There-
fore, a critical point is likely to exist at Tcr%0.7&0.1 K. The
M (H) results for H!c "the lower part of Fig. 2# shows simi-
lar temperature variation, with Tcr%0.7&0.1 K.
Temperature dependencies of the dc magnetization M (T)

at several fixed fields are shown in Fig. 3. The data below 2.5
K were collected by warming the sample gradually after
zero-field cooling "ZFC#, and subsequently cooling under the
field "FC#. The difference between the ZFC and FC data is
rather small. The magnetization significantly decreases for
both directions when the superconducting state sets in. Such
behavior can be seen even near Hc2(0). The observation is
consistent with the appearance of the FOPT at Hc2 in the
M (H) curve.
We next move on to the M (T) data in the normal state. As

can be seen in Fig. 3, the magnetization is anisotropic in the
whole temperature range. The magnetization behavior above
100 K is well reproduced by assuming a localized 4 f elec-
tron (4 f 1) under the crystal field "CF# with an antiferromag-
netic molecular field.26 Temperature dependence of the mag-
netization, especially for H!c , turns to saturate below 50 K,
suggesting a Kondo screening, as usually observed in the HF
compounds. Surprisingly, the magnetization in CeCoIn5
starts to increase again upon cooling below 20 K,4 contrary
to the ordinary HF’s which remain in a Fermi-liquid state
with T-independent susceptibility as T→0. Whether this un-
usual increase of M (T) is intrinsic or not would be a matter

FIG. 1. Isothermal dc magnetization curves M (H) of a single
crystal of CeCoIn5 at base temperature of 50 mK in fields applied
along the tetragonal c and a axes with the enlarged plot around the
upper critical field "lower inset#. The upper inset shows the low-
field part around the peak effect at several temperatures below 150
mK. The temperature for each curve is 50, 70, 90, 110, 120, and
150 mK in order from the outside.
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Fig. 1. Magnetization curves in URu
!
Si

!
at 80 mK. Inset:

Field-temperature phase diagram.

Fig. 2. Temperature dependences of !
!!

(¹) and H
!
(¹).

obtained by averaging the increasing- and decreasing-
"eld magnetizations. The obtained M

"#
(H) curves are

shown by dotted lines.
As seen from the "gure, the magnetization irreversibil-

ity increases again around 50 kOe for H"a. This is a
so-called `peak e!ecta, observed in f-electron supercon-
ductors such as CeRu

!
, UPd

!
Al

"
and UPt

"
[7}9]. The

peak rapidly decreases with increasing temperature and
above 900 mK it is too small to be detected.

The "eld-temperature diagram is displayed in the inset
of Fig. 1, where the onset "eld of the peak structure, HH,
is also shown. As seen from the "gure, HH is almost
constant regardless of temperature while in the case of
CeRu

!
, UPd

!
Al

"
and UPt

"
HH strongly depends on

temperature [7}9]. This indicates the origin of the peak
e!ect in URu

!
Si

!
is di!erent from that in the other

f-electron superconductors. A possible mechanism of the
peak e!ect in URu

!
Si

!
is the matching between the #ux

line lattice spacing and the average distance of the sample
defects.

As reported previously, the extrapolated H
!!

(0) seems
to be strongly suppressed for H"c, compared with the
orbital critical "eld estimated from the slope at ¹

!
,

0.72¹
!
(H

!!
/¹)

!#!!
[4]. Let us discuss the origin from

the viewpoint of the Ginzburg}Landau parameter for
H"c, !

!
(¹), and the thermodynamic critical "eld H

!
(¹).

The temperature dependence of !
!
(¹) is shown in

Fig. 2, where !
!
(¹) is estimated from the average slope of

the equilibrium magnetization just below H
!!

, using the
relationship, M

"#
(H)/H"1/[4!#(2!

!
(¹)!!1)]#$

"
.

Here # is a constant of order unity [4]. On cooling from
¹

!
!
!
(¹) slightly decreases, the typical behavior for

superconductors in the presence of paramagnetic e!ect
[4]. However, the paramagnetic suppression is not so
large as expected from the H

!!
(¹) curve: The reduction of

!
!
(¹) is no more than 10%, extremely small compared

with that in other Pauli-limiting superconductors. In the
case of UPd

!
Al

"
, for example, the !

!
(¹) reduction

amounts to 50% [8] although the H
!!

(¹) curve is not so
suppressed as to that in URu

!
Si

!
. Therefore, the e!ective

g-factor estimated from the !
!
(¹) data is considered to be

much smaller than 2 [1,2,4], indicating that the H
!!

(¹)
suppression at low temperatures cannot be fully
explained only by the paramagnetic e!ect. This result,
however, is not inconsistent with the NMR results since
it is considered that the decrease of the Knight shift is too
small in the superconducting state to be detected within
the experimental resolution [3].

The temperature variation of H
!
(¹) is also shown in

Fig. 2. The value of H
!
(¹) was obtained using the rela-

tion, %#!!
$

(M
"#

(H)!$
"
H) dH"H!

!
/8!. It is found that

the H
!
(¹) curve deviates from the conventional curve

(dotted line), in contrast to the results in CeRu
!

and
UPt

"
[7,9]. It should be noted that the H

!
(¹) curve is

similar to the H
!!

(¹) curve for H"c: Not only H
!!

(¹) but
also H

!
(¹) seems to be suppressed at low temperatures.

This H
!
(¹) behavior can explain the strong reduction of

H
!!

(¹) for H"c without strong paramagnetic sup-
pression, although the origin of the novel behavior in
H

!
(¹) remains unclear. In order to con"rm these points

further, more precise measurements of H
!
(¹) are needed.

In summary, magnetization measurements in the
high-purity single crystal of URu

!
Si

!
were performed in

the superconducting state. From the temperature
variation of !

!
(¹) obtained from the equilibrium mag-

netization curves, the paramagnetic suppression of the
superconductivity is found not to be very large in the
direction of H"c.
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dependence. It is noticed that the resistivity decreases
linearly below 10 K, as shown in the inset of Fig. 2(a),
indicating a non-Fermi liquid character. At Tc ¼ 5:0 K, the
resistivity shows a sharp drop and becomes zero, indicating
the superconducting transition.

Superconductivity is stable against the magnetic field, as
shown in Fig. 2(b), and is found to be highly anisotropic
with respect to the direction of the magnetic field. The
superconducting transition is defined as the zero-resistivity
in the resistivity measurement under magnetic field, which
corresponds to the upper critical field Hc2.

Figure 3 shows the temperature dependence of Hc2 for
H k ½100# and ½001#. The value of Hc2 at 0 K, Hc2ð0Þ, and the
slope of Hc2 at Tc, &dHc2=dT , are obtained as Hc2ð0Þ ¼
37 kOe and &dHc2=dT ¼ 64 kOe/K for H k ½100#, and
Hc2ð0Þ ¼ 143 kOe and &dHc2=dT ¼ 310 kOe/K for
H k ½001#. The value of &dHc2=dT is extremely large, but
the upper critical field is strongly suppressed with decreasing
temperature, suggesting the existence of a large Pauli
paramagnetic effect.

Figure 4 shows the angular dependence of Hc2 at 80 mK.
Hc2 is highly anisotropic and large for H k ½001#. Here
we assumed that anisotropy of Hc2 is mainly due to the
topology of the Fermi surface. We tried to fit the Hc2 data to
the so-called anisotropic effective mass model, as in a
heavy-fermion superconductor PuRhGa5.7) The solid line in
Fig. 4 is the result of fitting, using the following function:

Hc2ð!Þ ¼
Hc2ð! ¼ 90'Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 ! þ
m)c
m)a

cos2 !

s ; ð1Þ

where m)c=m
)
a is the mass anisotropy ratio for [001] and

[100] directions, and ! is the field angle from [001] to [100].
The value of m)c=m

)
a ¼ 0:067 or m)a=m

)
c ¼ 14:9 is compared

to the value of m)c=m
)
a ¼ 3:9 in PuRhGa5, for example. In

the case of PuRhGa5, the electronic state is considered to
be quasi-two-dimensional, indicating an ellipsoidal Fermi
surface elongated along the [001] direction. On the other
hand, the present ellipsoidal Fermi surface in NpPd5Al2 is
extremely flat as a pancake, as shown in the inset of Fig. 4.
Here we note that Hc2 in the (001) plane possesses four-fold
symmetry, reflecting the tetragonal structure: Hc2 ¼ 37:0
kOe for H k ½100# and Hc2 ¼ 36:6 kOe for H k ½110#.

Next we show in Fig. 5 the temperature dependence of the
specific heat C in the form of C=T . The specific heat jump
!C at Tc ¼ 4:9 K is due to the superconducting transition.
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Fig. 1. Tetragonal crystal structure of NpPd5Al2.
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Composite pairing Hypothesis.



Coherence and composite fermions



Coherence and composite fermions



Coherence and composite fermions



Singlet formation

Coherence and composite fermions



Heavy electron =   (electron x spinflip)

Singlet formation

Coherence and composite fermions

f†
⇤ = c†⇥S�



Heavy electron =   (electron x spinflip)

Singlet formation
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A solvable model of composite pairing.

PC, Tsvelik, Kee, Andrei     PRB   60, 3605 (1999).


Flint, Dzero, PC, Nature     Physics  4, 643 (2008).
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after which it slowly recovers towards n! ! 2 [Fig. 3(c)].
For x ¼ 0:775, we find that A # 0:036 "! cm=K2, imply-
ing that the ground state is a heavy Fermi liquid at this
concentration. In order to explore this perspective, we have
calculated the Kadowaki-Woods ratio RKW ¼ A=#2, which
gives the relationship between the coefficient # of the
electronic specific heat and the coefficient A of the T2

contribution to the electrical resistivity, assuming that
the system exhibits heavy FL behavior at low T. If we
consider #ð2:3 KÞ ¼ 140 mJ=mol-K2 (Table I), then
RKW ¼ 1:86& 10'6 "! cmðmol-K=mJÞ2. This value is
intermediate between what is expected for Ce- and Yb-
based heavy fermion compounds [17,18], emphasizing that
strong electronic correlations persist up to x # 0:775. SC
transitions are clearly observed in !ðTÞ for 0 ( x ( 0:65
[Fig. 2(c)], and there is a monotonic suppression of Tc with

increasing Yb concentration [Fig. 3(b)]. In particular, we
note that the Tc vs x curve extrapolates to 0 K near x ¼ 1,
emphasizing that the SC is anomalously robust in the
presence of Yb substituents.
Magnetic susceptibility ($) measurements were carried

out as a function of T by using a Quantum Design SQUID
magnetometer in H ¼ 0:5 T. Figures 4(a) and 4(b) show
$ðTÞ in the normal state forH applied in the ab plane, $ab,
and along the c axis, $c. The ratio of $ab to $c at
T ¼ 2:3 K is !0:5 [inset in Fig. 4(a)]. Surprisingly, $ðTÞ
retains a T dependence that is nearly identical to that of
x ¼ 0 for x ( 0:775; i.e., Curie-Weiss behavior is observed
at high T, after which $ðTÞ saturates below 50 K, consistent
with the onset of Kondo-like demagnetization and the
coherent behavior observed in !ðTÞ. These results are
contrary to what would be expected if the Yb ions were
to enter the lattice in the nonmagnetic divalent state, in
which case $ðTÞ should scale with (1' x). Finally, $ðTÞ
again increases upon cooling below 20 K, contrary to
the behavior of ideal HF compounds which are expected
to remain in a FL state with a nearly T-independent
$ as T approaches 0 K. This upturn appears to be an
intrinsic effect and not due to magnetic impurities, since
we find that MðHÞ curves at low T do not saturate up to
70 kOe [19]. Between 1.8 and !20 K, $c can be fit by the
form $c ¼ $cð0Þ þ a=Tn$ , consistent with the NFL behav-
ior observed in !ðTÞ and CðTÞ. Figure 3(d) shows the
parameters n$.
The specific heat (C) was measured for 0:3 K (

T ( 5 K in a Quantum Design Physical Properties
Measurement System semiadiabatic calorimeter using a
heat-pulse technique. Figure 5 shows C=T vs T for several
values of x. The electronic-specific-heat coefficient
# ¼ C=T, estimated to be the value of C=T near 2.3 K
(Table I), reveals a substantial mass renormalization
(# / m*) that persists up to x ¼ 0:65, after which # is
suppressed. Additionally, C=T tends to increase with
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FIG. 3. (a) Coherence temperature Tcoh, where !ðTÞ exhibits a
maximum (or knee) vs x. The error bars represent the width of the
maximum, defined as the T ! ¼ 0:95!coh. (b) Circles: Tc deter-
mined from !ðTÞ measurements vs x for Ce1'xYbxCoIn5. The
vertical bars correspond to the 90% and 10% values of the
superconducting transitions. Triangles: Tc, determined from
CðTÞ measurements vs x. The solid line shows the suppression
of Tc as reported for other rare earth substitutions [12]. (c) Fit
parameters n!, extracted from power law ! ¼ !0 þ ATn! fits to

the normal-state resistivity vs x. (d) Fit parameters n$, determined

from fits of $c ¼ $cð0Þ þ a=Tn$ to the normal-state $ðTÞ vs x.
The light gray shading represents the region of phase separation.

TABLE I. Superconducting parameters for samples of
Ce1'xYbxCoIn5. The values of Tc have been determined from
specific heat data."C is the jump inCðTÞ atTc, and#ð2:3 KÞ is the
estimated electronic-specific-heat coefficient at 2.3 K.

x Tc "C #ð2:3 KÞ
(K) (mJ=mol K) (mJ=molK2)

0 2.29 3460 357
0.05 2.16 3040 373
0.10 2.09 2240 347
0.125 1.97 1810 332
0.50 1.19 235 330
0.65 283
0.775 140
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FIG. 4 (color online). (a) Magnetic susceptibility along the ab
plane$ab vs temperatureT forCe1'xYbxCoIn5. Inset:Ratio of$ab

to$c at T ¼ 2:3 K. (b)Magnetic susceptibility along the c axis$c

vs T for Ce1'xYbxCoIn5. Data for x ¼ 0 are from Ref. [23].
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after which it slowly recovers towards n! ! 2 [Fig. 3(c)].
For x ¼ 0:775, we find that A # 0:036 "! cm=K2, imply-
ing that the ground state is a heavy Fermi liquid at this
concentration. In order to explore this perspective, we have
calculated the Kadowaki-Woods ratio RKW ¼ A=#2, which
gives the relationship between the coefficient # of the
electronic specific heat and the coefficient A of the T2

contribution to the electrical resistivity, assuming that
the system exhibits heavy FL behavior at low T. If we
consider #ð2:3 KÞ ¼ 140 mJ=mol-K2 (Table I), then
RKW ¼ 1:86& 10'6 "! cmðmol-K=mJÞ2. This value is
intermediate between what is expected for Ce- and Yb-
based heavy fermion compounds [17,18], emphasizing that
strong electronic correlations persist up to x # 0:775. SC
transitions are clearly observed in !ðTÞ for 0 ( x ( 0:65
[Fig. 2(c)], and there is a monotonic suppression of Tc with

increasing Yb concentration [Fig. 3(b)]. In particular, we
note that the Tc vs x curve extrapolates to 0 K near x ¼ 1,
emphasizing that the SC is anomalously robust in the
presence of Yb substituents.
Magnetic susceptibility ($) measurements were carried

out as a function of T by using a Quantum Design SQUID
magnetometer in H ¼ 0:5 T. Figures 4(a) and 4(b) show
$ðTÞ in the normal state forH applied in the ab plane, $ab,
and along the c axis, $c. The ratio of $ab to $c at
T ¼ 2:3 K is !0:5 [inset in Fig. 4(a)]. Surprisingly, $ðTÞ
retains a T dependence that is nearly identical to that of
x ¼ 0 for x ( 0:775; i.e., Curie-Weiss behavior is observed
at high T, after which $ðTÞ saturates below 50 K, consistent
with the onset of Kondo-like demagnetization and the
coherent behavior observed in !ðTÞ. These results are
contrary to what would be expected if the Yb ions were
to enter the lattice in the nonmagnetic divalent state, in
which case $ðTÞ should scale with (1' x). Finally, $ðTÞ
again increases upon cooling below 20 K, contrary to
the behavior of ideal HF compounds which are expected
to remain in a FL state with a nearly T-independent
$ as T approaches 0 K. This upturn appears to be an
intrinsic effect and not due to magnetic impurities, since
we find that MðHÞ curves at low T do not saturate up to
70 kOe [19]. Between 1.8 and !20 K, $c can be fit by the
form $c ¼ $cð0Þ þ a=Tn$ , consistent with the NFL behav-
ior observed in !ðTÞ and CðTÞ. Figure 3(d) shows the
parameters n$.
The specific heat (C) was measured for 0:3 K (

T ( 5 K in a Quantum Design Physical Properties
Measurement System semiadiabatic calorimeter using a
heat-pulse technique. Figure 5 shows C=T vs T for several
values of x. The electronic-specific-heat coefficient
# ¼ C=T, estimated to be the value of C=T near 2.3 K
(Table I), reveals a substantial mass renormalization
(# / m*) that persists up to x ¼ 0:65, after which # is
suppressed. Additionally, C=T tends to increase with
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TABLE I. Superconducting parameters for samples of
Ce1'xYbxCoIn5. The values of Tc have been determined from
specific heat data."C is the jump inCðTÞ atTc, and#ð2:3 KÞ is the
estimated electronic-specific-heat coefficient at 2.3 K.

x Tc "C #ð2:3 KÞ
(K) (mJ=mol K) (mJ=molK2)
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∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.

The authors would like to thank S. Burdin, C. Capan,
Z. Fisk, H. Weber, R. Urbano, and particularly M. Dzero
for discussions related to this work. This research was
supported by National Science Foundation Grant DMR-
0907179.
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∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0
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|Φ1(x)|2 −

(
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V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,

�† = c†1�c
†
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∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[
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V1

V1,0
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|Φ1(x)|2 −

(

∆2
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)2
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]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,

4

∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0
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|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,

4

∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
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a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
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For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).
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creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
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sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
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ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
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tions and ∆EΓ are the charge excitation energies. With
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they involve fluctuations to the empty and doubly occu-
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For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).
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creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
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lence would constitute an unambiguous confirmation of
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,

4

∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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[8] M. T. Béal-Monod, C. Bourbonnais, and V.J. Emery,

Phys. Rev. B. 34 7716, (1986).
[9] P. Monthoux & G. G. Lonzarich, Phys. Rev. B 66, 224504

(2002).
[10] D. Aoki et al,J. Phys. Soc. Jap., 76, 063701(2008).
[11] H. Shishido et al, J. Phys. Soc. Jap. 71, 162(2002).
[12] R. Flint, M. Dzero & P. Coleman, Nat. Phys. 4, 643

(2008).
[13] H.P. Dahal et al, arXiv:0901.2323(2009).
[14] P. Coleman, A. M. Tsvelik, N. Andrei & H. Y. Kee, Phys.

Rev. B 60, 3608(1999).
[15] J. Gan, Phys. Rev. B 51, 8287(1995).
[16] D. L. Cox & M. Jarrell,J. Phys.: Condens. Matter 8,

9825 (1996).
[17] A.J. Millis & P.A. Lee, Phys. Rev. B 35, 3394(1987).
[18] A. D. Christianson et al., PRB 70, 134505(2004).
[19] S. Nakatsuji et al, Phys. Rev. Lett. 89, 106402(2002).
[20] W.K. Park, J.L. Sarrao,J.D.Thompson, & L.H. Greene

PRL 100, 177001(2008).
[21] P. Ghaemi & T. Senthil, Phys. Rev. B 75, 144412 (2007).
[22] H. Weber & M. Vojta, Phys. Rev. B 77, 125118 (2008).
[23] P.W. Anderson, Science 235, 118(1987).
[24] N. Andrei & P. Coleman, Phys. Rev. Lett. 62, 595(1989).
[25] Senthil, S. Sachdev, and M. Vojta, Phys. Rev. Lett.,

90,216403 (2003).
[26] A nonzero V2 would indicate a composite nematic phase,

which is unstable to superconductivity.
[27] T. Muramatsu et al, J. Phys. Soc. Jap. 70, 3362(2001).
[28] Shinji Kawasaki et al, PRL 94, 037007 (2005);PRL 96,

147001 (2006).
[29] V.P. Mineev & M.E.Zhitomirsky, Phys. Rev. B 72,

014432(2005).
[30] E.D. Bauer et al., Phys. Rev. Lett. 93, 147005 (2004).
[31] O. Gunnarsson & K. Schonhammer, Phys. Rev. B 28,

4315(1983).

) Tc = Tc2 + �utet

�† = c†1�c
†
2�S+

1

2



4

∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.

The authors would like to thank S. Burdin, C. Capan,
Z. Fisk, H. Weber, R. Urbano, and particularly M. Dzero
for discussions related to this work. This research was
supported by National Science Foundation Grant DMR-
0907179.

[1] H. Hegger et al, Phys. Rev. Lett. 84, 4986(2000).
[2] C. Petrovic et al., J. Phys.: Condens. Matter 13,

L337(2001).
[3] J.L. Sarrao & J. D. Thompson, J. Phys. Soc. Jap. 76,

051013(2007).
[4] J. L. Sarrao et al., Nature (London) 420, 297-299 (2002).
[5] N. Mathur et al, Nature 394, 39 (1998).
[6] K. Miyake, S. Schmitt-Rink & C. M. Varma, Phys. Rev.

B 34, 6554 (1986).
[7] D. J. Scalapino, E. Loh and J. E. Hirsch,Phys. Rev. B,

34, 8190-8192, (1986).
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4f/5f superconductors
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,

4

∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
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For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
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For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
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the electrostatically active tandem condensate.

The authors would like to thank S. Burdin, C. Capan,
Z. Fisk, H. Weber, R. Urbano, and particularly M. Dzero
for discussions related to this work. This research was
supported by National Science Foundation Grant DMR-
0907179.

[1] H. Hegger et al, Phys. Rev. Lett. 84, 4986(2000).
[2] C. Petrovic et al., J. Phys.: Condens. Matter 13,

L337(2001).
[3] J.L. Sarrao & J. D. Thompson, J. Phys. Soc. Jap. 76,

051013(2007).
[4] J. L. Sarrao et al., Nature (London) 420, 297-299 (2002).
[5] N. Mathur et al, Nature 394, 39 (1998).
[6] K. Miyake, S. Schmitt-Rink & C. M. Varma, Phys. Rev.

B 34, 6554 (1986).
[7] D. J. Scalapino, E. Loh and J. E. Hirsch,Phys. Rev. B,

34, 8190-8192, (1986).
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,

4

∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
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and the f-ion will develop equal hole densities in Γ+
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electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
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∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|
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(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
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Γ,0. Here, VΓ,0 are the bare hybridiza-
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For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,
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∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“
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+
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= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,

T/Tc
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∆F ∝ −Qzzutet, the second term in the Landau free en-
ergy (12) becomes α2[T − (Tc2 +λutet)]Ψ2

C , naturally ac-
counting for the linear increase in Tc. This effect should
also be detectable as a shift of the nuclear quadrupole
resonance (NQR) frequency at the surrounding nuclei.

The link between f-electron valence and the Kondo
effect is well established[31], but tandem pairing intro-
duces a new element to this relationship. Changes in the
charge distribution around the Kondo ion can be read off
from its coupling to the changes in the chemical poten-
tial, ∆ρ(x) = |e|δH/δµ(x). The sensitivity of the Kondo
couplings to µ is obtained from a Schrieffer-Wolff trans-
formation of a two-channel Anderson model, which gives
J−1

Γ
= ∆EΓ/V 2

Γ,0. Here, VΓ,0 are the bare hybridiza-
tions and ∆EΓ are the charge excitation energies. With
a shift in µ → µ + δµ(x), δJ−1

Γ
= ±|ΦΓ(x)|2δµ(x)/V 2

Γ,0.
The sign is positive for J1 and negative for J2 because
they involve fluctuations to the empty and doubly occu-

pied states, respectively: f0
Γ1

! f1
Γ2

! f2. Differentiating
(11) with respect to δµ(x), the change in ρ(x) will be:

∆ρ(x) = |e|

[

(

V1

V1,0

)2

|Φ1(x)|2 −

(

∆2

V2,0

)2

|Φ2(x)|2
]

.

(14)
For equal channel strengths, the total charge is constant,
and the f-ion will develop equal hole densities in Γ+

7 and
electron densities in Γ6, leading to a positive change in
the electric field gradient, ∂Ez/∂z ∝ (Tc − T ) > 0 at the
in-plane In site that will appear as a shift in the NQR
frequencies growing abruptly below Tc (see Figure 4).

FIG. 4: (Color online) As superconductivity develops, the in-
creasing occupations of the empty and doubly occupied states
cause holes to build up with symmetry Γ+

7 (orange) and elec-
trons with symmetry Γ6 (blue). The resulting electric fields
are shown along the [110] direction (dashed line in inset). The
inset shows the locations of the indiums in-, In(1) and out-
of-plane, In(2). The electric field gradient, ∂Ez/∂z > 0 at
the In(1) site will lead to a sharp positive shift in the NQR
frequency at Tc.

The f-electron valence should also contain a small
superconducting shift, observable with core-level X-ray
spectroscopy, obtained by integrating (14): ∆nf (T ) ∝
Ψ2

C ∝ (Tc − T ), as ΨC ∝ ∆2 when J1 > J2. While the

development of Kondo screening leads to a gradual va-
lence decrease through TK , as it is a crossover scale, the
development of superconductivity is a phase transition,
leading to a sharp mean-field increase. Observation of
sharp shifts at Tc in either the NQR frequency or the va-
lence would constitute an unambiguous confirmation of
the electrostatically active tandem condensate.
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onalized analytically. Upon minimizing the free energy,
we obtain four equations for λ, V1,∆2, and ∆H . Solv-
ing these numerically, and searching the full parameter
space of J2/J1, JH/J1 and T to find both first and sec-
ond order phase transitions, we find four distinct phases:
a light Fermi liquid with free local moments when all pa-
rameters are zero, at high temperatures; a heavy Fermi
liquid when either V1 or ∆2 are finite, with symmetry
Γ, below TKΓ; a spin liquid state decoupled from a light
Fermi liquid when ∆H is finite, below TSL; and a tandem
superconducting ground state with V1, ∆2 and ∆H all fi-
nite, below Tc, as shown in Fig. 2. There is no long range
magnetic order due to our fermionic spin representation.
The superconductivity is stable with respect to the mas-
sive 1/N gauge fluctuations, however, it is an interesting
open question whether the resulting quasiparticle renor-
malizations will generate a spin resonance mode.

FIG. 2: (Color online) The superconducting transition tem-
perature as the amounts of magnetic, JH and second chan-
nel, J2 couplings are varied (Φ1 = 1, Φ2 = cos kx − cos ky and
nc = .75). V1, ∆2 and ∆H are all nonzero everywhere below
Tc. A slice at T = TK1 shows the regions of the spin liquid
and Fermi liquids, and the orange ellipse illustrates how ma-
terials could tune the relative coupling strengths (see Fig. 3).
The transition is first order for JH/J1 > 4.

Experimentally, CeM In5 can be continuously tuned
from M = Co to Rh to Ir[3]. While CeRhIn5 is a
canonical example of a magnetically paired superconduc-
tor, where moderate pressure reveals a superconduct-
ing dome as the Néel temperature vanishes[1], further
pressure[27] or Ir doping on the Rh site[3] leads to a sec-
ond dome, where spin fluctuations are weaker[28]. We
assume that the changing chemical pressure varies the
relative strengths of the Kondo and RKKY couplings,
so that doping traces out a path through the phase di-
agram like the one in Fig. 3, chosen for its similarities
to CeM In5. By maintaining the same Fermi liquid sym-
metry throughout (TK1 > TK2), we are restricted to one
(mostly magnetic) or two (magnetic and tandem) domes.

FIG. 3: (Color online) A possible experimental path through
the phase diagram in Fig 2, chosen for its similarity to the Ce
115 doping phase diagram[3], described by the orange ellipse,
“

J2/J1−0.4
0.2

”2

+
“

JH/J1−0.9
0.16

”2

= 1. The transition tempera-

tures for superconductivity, Tc (solid blue), spin liquid, TSL

(dotted red), and Fermi liquids, TK1 (dashed orange) and
TK2, (dot-dashed white) are also plotted. All temperatures
are scaled by TK1. While our ground state is always super-
conducting, due to the fermionic spin representation, real ma-
terials will be antiferromagnetic for TSL ≫ TK1.

A qualitative understanding of this tandem pairing can
be obtained within a simple Landau expansion. For T ∼
Tc ≪ TK1, Φ ≡ ∆2 and Ψ ≡ ∆H will be small, and the
free energy can be expressed as

F = α1(Tc1 − T )Ψ2 + α2(Tc2 − T )Φ2 + 2γΨΦ

+ β1Ψ
4 + β2Φ

4 + 2βiΨ
2Φ2 (12)

α1,2, β1,2,i and γ are all functions of λ and V1 and can be
calculated exactly in the mean field limit. The linear cou-
pling of the two order parameters, γ = ∂2F/∂∆2∂∆H is
always nonzero in the heavy Fermi liquid because the hy-
bridization, V1 converts one to the other, f †f † ∼ V1c†f †.
The linear coupling enhances the transition temperature,

Tc =
Tc1 + Tc2

2
+

√

(

Tc1 − Tc2

2

)2

+
γ2

α1α2

. (13)

For β1β2 > β2
i , the two order parameters are only weakly

repulsive, leading to smooth crossovers from magnetic to
composite pairing under the superconducting dome[29].

While the development of conventional superconduc-
tivity does not change the underlying charge distribu-
tion, tandem pairing is electrostatically active, as com-
posite pairing redistributes charge, leading to an electric
quadrupole moment. The transition temperature of the
115 superconductors is known to increase linearly with
the lattice c/a ratio[30], conventionally attributed to de-
creasing dimensionality. Our theory suggests an alter-
native interpretation: as the condensate quadrupole mo-
ment, Qzz ∝ Ψ2

C couples linearly to the tetragonal strain,Bauer, G. Koutroulakis Yasuoko,(2014)
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FIG. 3: Temperature-dependent London penetration depth of (a) La and Nd and (b) Yb substituted substituted CeCoIn5,
plotted vs normalized (T/T

c

)2 scale. The dependence in pure material S1 shows clear downturn consistent with n = 1.2 < 2. The
data for La and Nd doped samples for all doping levels follow closely T

2 dependence expected in dirty nodal superconductors.
In Yb-substituted samples a clear crossover from sub-linear to super-linear plot can be noticed, suggesting rapid increase of
exponent n and n > 2 for samples with x=0.1 and 0.2. (c) Floating fitting range analysis of the temperature dependent
London penetration depth in pure and Yb-substituted CeCoIn5 samples. The data were fit using power-law function over the
temperature range from base temperature to a temperature T

up

< T

c

/3, and the resultant exponent n was plotted as a function
of T

up

.
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FIG. 4: The exponent of the power-law dependence of London
penetration depth as a function of superconducting transition
temperature for La substitution (black circles), Nd substitu-
tion (blue triangles) and Yb substitution (red squares).

cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.

H. Kim, M. Tanatar et al, 
PRL (2014).
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According to STM studies [18], ↵ sheet of the Fermi
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Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
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to understand in this scenario. First, the superconduct-
ing T
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changes monotonically during the gap structure
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The superconducting gap structure of iron pnictides is
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and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
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Figure 5 |Visualizing impurity-bound quasiparticle excitations. a, Topographic image of an impurity on surface B (V = �6 mV, I = 100 pA). b, Model
calculation for the real space structure (roughly 10 Fermi wavelengths across) of the hole-like part of the impurity bound state in a dx2�y2 superconductor,
reproduced from ref. 32 (Copyright (2000) by the American Physical Society). c, Electron-like state for the same impurity as in b. d–g, Local density of
states obtained on the same field-of-view as a at ±195 µV in the normal (H > Hc2) and superconducting (H = 0) states, as indicated on the figure. Colour
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minima (maxima) in the oscillations for hole-like (electron-like)
states identify the nodes of the d-wave order as occurring at 45� to
the atomic axes (Fig. 5h). In fact, these features in STMconductance
maps are identical to those associated with Ni impurities in high-Tc
cuprates28,33. However, in contrast tomeasurements in the cuprates,
we are able to determine the spatial structure that such impurities
induce on the normal state by suppressing pairing at high magnetic
fields. Such measurements allow us to exclude the influences of
the normal state band structure, of the impurity shape, or of
the tunnelling matrix element28 on the spatial symmetries of the
impurity bound state in the superconducting state. Contrasting
such measurements for H >HC2 (in Fig. 5f,g) with measurements
on the same impurity forH =0 (Fig. 5d,e) we directly visualize how

nodal superconductivity in CeCoIn5 breaks the symmetry of the
normal electronic states in the vicinity of a single atomic defect.

The appearance of a pseudogap and the direct evidence for
dx2�y2 superconductivity reported here, together with previous
observations of the competition between antiferromagnetism and
superconductivity, closely ties the phenomenology of the Ce-115
system to that of the high-temperature cuprate superconductors.
An important next step in extending this phenomenology would
be to explore how the competition between antiferromagnetism
and superconductivity manifests itself on the atomic scale in STM
measurements. Similarly, extending our studies of the electronic
structure in magnetic vortices could be used to examine the
competition between different types of ordering in the mixed
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than 2%. It should be noted that this amplitude is more
than 20 times larger than those of the 2D superconductor
Sr2RuO4 with isotropic gap in the planes [12]. Then the
most important subject is “Is the observed fourfold sym-
metry a consequence of the nodes”? We here address the
origin of the fourfold symmetry. There are several pos-
sible origins for this. The first is the in-plane anisotropy of
Hc2. According to Ref. [5], Hc2 has very small but finite
in-plane anisotropy; Hc2 k $100% is approximately 2.7%
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FIG. 3. (a)–(d) The fourfold symmetry k4u#kn at several
temperatures.

larger than Hc2 k $110%. However, this anisotropy is too
small to explain the large amplitude of jC4u j#kn . 2%
at H ø Hc2. Further, and more importantly, if this four-
fold symmetry had come from the fact that Hc2 k $100%
is larger than Hc2 k $110%, the overall sign of this term
should be opposite to the one actually observed in k4u .
The second possibility is the tetragonal band structure in-
herent to the CeCoIn5 crystal. If the in-plane anisotropy of
the Fermi surface is large, then the large anisotropy of k4u

should be observed even above Tc. However, as shown
in Fig. 4, the observed fourfold symmetry above Tc is ex-
tremely small; jC4uj#kn , 0.2%. Thus the anisotropies
arising from Hc2 and the band structure are incompati-
ble with the data. Moreover, the amplitude of the four-
fold symmetry well below Tc becomes more than 10 times
larger than that above Tc. These considerations lead us to
conclude that the fourfold symmetry with large amplitude
well below Tc originates from the QP structure.

We now address the sign of the fourfold symmetry. In
the presence of nodes perpendicular to the layers, the term
k4u appears as a result of two effects. The first is the
DOS oscillation associated with the rotating H within the
ab plane [15]. This effect arises because the DOS depends
sensitively on the angle between H and the direction of the
nodes of the order parameter, because the QPs contribute
to the DOS when their Doppler-shifted energies exceed
the local energy gap. The second effect is the quasipar-
ticle lifetime from the Andreev scattering off the vortex
lattice, which has the same symmetry as the gap function
[10,11,18]. As discussed before, the second effect is
predominant in our temperature and field ranges. In this
case, k attains the maximum value when H is directed to
the nodal directions and becomes minimum when H is
directed along the antinodal directions [10,11,14]. Thus
the sign of the present fourfold symmetry indicates
the superconducting gap with nodes located along the
!6p, 6p" directions, similar to high-Tc cuprates.
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The torque data measured in the mixed state of CeCoIn5,
obtained by subtracting the corresponding normal-state
torque from the measured torque, have both reversible and
irreversible components. The reversible torque !rev is the av-
erage of the torque data measured in clockwise and anti-
clockwise directions, while the irreversible torque !irr is the
average of the antisymmetric components of the torque data
measured in clockwise and anticlockwise directions. Figure
2!a" shows the reversible part of the angular-dependent in-
plane torque data measured in the mixed state at 1.9 K and in
a magnetic field of 3 T. Clearly, there is a fourfold symmetry
present in the torque data, although the data points are some-
what scattered. The solid line is a fit of these mixed-state
data with !rev!H ,T ,""=Am!T ,H"sin 4". The coefficient Am
is positive since the torque displays a maximum at # /8. Fig-
ure 2!b" shows the irreversible part of the mixed-state torque
data !irr!"" measured at T=1.9 K and H=1 T for a single
crystal with a mass of 2.6 mg. The !irr!"" data have sharp
peaks at # /4, 3# /4, 5# /4, and 7# /4, etc.

The nodal positions of CeCoIn5 can be obtained from the
reversible and irreversible mixed-state torque data, as previ-
ously done in the study of YBa2Cu3O7.25 Specifically, theo-
retical calculations predict that the in-plane upper critical
field Hc2

# has a fourfold symmetry for a d-wave
superconductor.30 In the case of dxy wave symmetry, the an-
gular variation of the upper critical field $Hc2

# %−cos 4";
hence, it has maxima at # /4, 3# /4, 5# /4, 7# /4, etc. Figure
3 shows the angular dependence of the reversible and irre-
versible torque obtained by starting from this angular depen-
dence of Hc2, as follows. The lower critical field Hc1

# is out of

phase with Hc2
# !see Fig. 3" since the thermodynamic

critical field Hc
2=Hc1Hc2 is independent of the magnetic-field

orientation. Therefore, the magnetization M, given by
M $−Hc1 ln!Hc2 /H" / ln &, has the same angular dependence
as Hc2 !see Fig. 3". The easy axis of magnetization !maxi-
mum magnetization" should correspond to free energy F
minima. This implies that, for the dxy symmetry, F has
minima at # /4, 3# /4, 5# /4, 7# /4, etc. !see Fig. 3". The
torque is the angular derivative of the free energy F; i.e.,
!=−!F /!". Hence, the reversible torque data for a material
with dxy wave symmetry should display a fourfold symmetry
with maxima at # /8, 5# /8, 9# /8, etc. !see Fig. 3". Also, the
free-energy minima act as intrinsic pinning centers for vorti-
ces, so the irreversible torque data for a material with dxy
wave symmetry should display peaks at the same angles at
which the free energy has minima; i.e., at # /4, 3# /4, 5# /4,
7# /4, etc.

Notice that the " dependence of reversible and irrevers-
ible torque data of CeCoIn5 shown in Figs. 2!a" and 2!b" are
the same as the " dependence of !rev and !irr, respectively,
shown in Fig. 3, obtained from the theoretically predicted
angular dependence of the upper critical fields for a material
with dxy symmetry. We hence conclude that the reversible
along with the irreversible torque data in the mixed state
unambiguously imply that the wave symmetry of CeCoIn5 is
dxy. The fact that the angular dependences of the reversible
and irreversible torques, with the latter not being affected by
the subtraction of the reversible normal-state torque in the
mixed state, give the same angular dependence of the free
energy indicates that there is no error in the subtraction of
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FIG. 3. Plot of the angular " dependence of the upper critical
field Hc2 and lower critical field Hc1 for magnetic field parallel to
the ab plane, magnetization M, free energy F, reversible torque !rev,
and irreversible torque !irr for dxy wave symmetry.
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FIG. 3: Temperature-dependent London penetration depth of (a) La and Nd and (b) Yb substituted substituted CeCoIn5,
plotted vs normalized (T/T

c

)2 scale. The dependence in pure material S1 shows clear downturn consistent with n = 1.2 < 2. The
data for La and Nd doped samples for all doping levels follow closely T

2 dependence expected in dirty nodal superconductors.
In Yb-substituted samples a clear crossover from sub-linear to super-linear plot can be noticed, suggesting rapid increase of
exponent n and n > 2 for samples with x=0.1 and 0.2. (c) Floating fitting range analysis of the temperature dependent
London penetration depth in pure and Yb-substituted CeCoIn5 samples. The data were fit using power-law function over the
temperature range from base temperature to a temperature T

up

< T

c

/3, and the resultant exponent n was plotted as a function
of T

up

.
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FIG. 4: The exponent of the power-law dependence of London
penetration depth as a function of superconducting transition
temperature for La substitution (black circles), Nd substitu-
tion (blue triangles) and Yb substitution (red squares).

cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.

H. Kim, M. Tanatar et al, 
PRL (2014).
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minima (maxima) in the oscillations for hole-like (electron-like)
states identify the nodes of the d-wave order as occurring at 45� to
the atomic axes (Fig. 5h). In fact, these features in STMconductance
maps are identical to those associated with Ni impurities in high-Tc
cuprates28,33. However, in contrast tomeasurements in the cuprates,
we are able to determine the spatial structure that such impurities
induce on the normal state by suppressing pairing at high magnetic
fields. Such measurements allow us to exclude the influences of
the normal state band structure, of the impurity shape, or of
the tunnelling matrix element28 on the spatial symmetries of the
impurity bound state in the superconducting state. Contrasting
such measurements for H >HC2 (in Fig. 5f,g) with measurements
on the same impurity forH =0 (Fig. 5d,e) we directly visualize how

nodal superconductivity in CeCoIn5 breaks the symmetry of the
normal electronic states in the vicinity of a single atomic defect.

The appearance of a pseudogap and the direct evidence for
dx2�y2 superconductivity reported here, together with previous
observations of the competition between antiferromagnetism and
superconductivity, closely ties the phenomenology of the Ce-115
system to that of the high-temperature cuprate superconductors.
An important next step in extending this phenomenology would
be to explore how the competition between antiferromagnetism
and superconductivity manifests itself on the atomic scale in STM
measurements. Similarly, extending our studies of the electronic
structure in magnetic vortices could be used to examine the
competition between different types of ordering in the mixed
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where C0, C2u , and C4u are constants. The solid circles rep-
resent k!H , u" at H ! 1 T which are obtained under the field
cooling condition at every angle. For details, see text.

than 2%. It should be noted that this amplitude is more
than 20 times larger than those of the 2D superconductor
Sr2RuO4 with isotropic gap in the planes [12]. Then the
most important subject is “Is the observed fourfold sym-
metry a consequence of the nodes”? We here address the
origin of the fourfold symmetry. There are several pos-
sible origins for this. The first is the in-plane anisotropy of
Hc2. According to Ref. [5], Hc2 has very small but finite
in-plane anisotropy; Hc2 k $100% is approximately 2.7%
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FIG. 3. (a)–(d) The fourfold symmetry k4u#kn at several
temperatures.

larger than Hc2 k $110%. However, this anisotropy is too
small to explain the large amplitude of jC4u j#kn . 2%
at H ø Hc2. Further, and more importantly, if this four-
fold symmetry had come from the fact that Hc2 k $100%
is larger than Hc2 k $110%, the overall sign of this term
should be opposite to the one actually observed in k4u .
The second possibility is the tetragonal band structure in-
herent to the CeCoIn5 crystal. If the in-plane anisotropy of
the Fermi surface is large, then the large anisotropy of k4u

should be observed even above Tc. However, as shown
in Fig. 4, the observed fourfold symmetry above Tc is ex-
tremely small; jC4uj#kn , 0.2%. Thus the anisotropies
arising from Hc2 and the band structure are incompati-
ble with the data. Moreover, the amplitude of the four-
fold symmetry well below Tc becomes more than 10 times
larger than that above Tc. These considerations lead us to
conclude that the fourfold symmetry with large amplitude
well below Tc originates from the QP structure.

We now address the sign of the fourfold symmetry. In
the presence of nodes perpendicular to the layers, the term
k4u appears as a result of two effects. The first is the
DOS oscillation associated with the rotating H within the
ab plane [15]. This effect arises because the DOS depends
sensitively on the angle between H and the direction of the
nodes of the order parameter, because the QPs contribute
to the DOS when their Doppler-shifted energies exceed
the local energy gap. The second effect is the quasipar-
ticle lifetime from the Andreev scattering off the vortex
lattice, which has the same symmetry as the gap function
[10,11,18]. As discussed before, the second effect is
predominant in our temperature and field ranges. In this
case, k attains the maximum value when H is directed to
the nodal directions and becomes minimum when H is
directed along the antinodal directions [10,11,14]. Thus
the sign of the present fourfold symmetry indicates
the superconducting gap with nodes located along the
!6p, 6p" directions, similar to high-Tc cuprates.
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The torque data measured in the mixed state of CeCoIn5,
obtained by subtracting the corresponding normal-state
torque from the measured torque, have both reversible and
irreversible components. The reversible torque !rev is the av-
erage of the torque data measured in clockwise and anti-
clockwise directions, while the irreversible torque !irr is the
average of the antisymmetric components of the torque data
measured in clockwise and anticlockwise directions. Figure
2!a" shows the reversible part of the angular-dependent in-
plane torque data measured in the mixed state at 1.9 K and in
a magnetic field of 3 T. Clearly, there is a fourfold symmetry
present in the torque data, although the data points are some-
what scattered. The solid line is a fit of these mixed-state
data with !rev!H ,T ,""=Am!T ,H"sin 4". The coefficient Am
is positive since the torque displays a maximum at # /8. Fig-
ure 2!b" shows the irreversible part of the mixed-state torque
data !irr!"" measured at T=1.9 K and H=1 T for a single
crystal with a mass of 2.6 mg. The !irr!"" data have sharp
peaks at # /4, 3# /4, 5# /4, and 7# /4, etc.

The nodal positions of CeCoIn5 can be obtained from the
reversible and irreversible mixed-state torque data, as previ-
ously done in the study of YBa2Cu3O7.25 Specifically, theo-
retical calculations predict that the in-plane upper critical
field Hc2

# has a fourfold symmetry for a d-wave
superconductor.30 In the case of dxy wave symmetry, the an-
gular variation of the upper critical field $Hc2

# %−cos 4";
hence, it has maxima at # /4, 3# /4, 5# /4, 7# /4, etc. Figure
3 shows the angular dependence of the reversible and irre-
versible torque obtained by starting from this angular depen-
dence of Hc2, as follows. The lower critical field Hc1

# is out of

phase with Hc2
# !see Fig. 3" since the thermodynamic

critical field Hc
2=Hc1Hc2 is independent of the magnetic-field

orientation. Therefore, the magnetization M, given by
M $−Hc1 ln!Hc2 /H" / ln &, has the same angular dependence
as Hc2 !see Fig. 3". The easy axis of magnetization !maxi-
mum magnetization" should correspond to free energy F
minima. This implies that, for the dxy symmetry, F has
minima at # /4, 3# /4, 5# /4, 7# /4, etc. !see Fig. 3". The
torque is the angular derivative of the free energy F; i.e.,
!=−!F /!". Hence, the reversible torque data for a material
with dxy wave symmetry should display a fourfold symmetry
with maxima at # /8, 5# /8, 9# /8, etc. !see Fig. 3". Also, the
free-energy minima act as intrinsic pinning centers for vorti-
ces, so the irreversible torque data for a material with dxy
wave symmetry should display peaks at the same angles at
which the free energy has minima; i.e., at # /4, 3# /4, 5# /4,
7# /4, etc.

Notice that the " dependence of reversible and irrevers-
ible torque data of CeCoIn5 shown in Figs. 2!a" and 2!b" are
the same as the " dependence of !rev and !irr, respectively,
shown in Fig. 3, obtained from the theoretically predicted
angular dependence of the upper critical fields for a material
with dxy symmetry. We hence conclude that the reversible
along with the irreversible torque data in the mixed state
unambiguously imply that the wave symmetry of CeCoIn5 is
dxy. The fact that the angular dependences of the reversible
and irreversible torques, with the latter not being affected by
the subtraction of the reversible normal-state torque in the
mixed state, give the same angular dependence of the free
energy indicates that there is no error in the subtraction of
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FIG. 3. Plot of the angular " dependence of the upper critical
field Hc2 and lower critical field Hc1 for magnetic field parallel to
the ab plane, magnetization M, free energy F, reversible torque !rev,
and irreversible torque !irr for dxy wave symmetry.
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FIG. 3: Temperature-dependent London penetration depth of (a) La and Nd and (b) Yb substituted substituted CeCoIn5,
plotted vs normalized (T/T

c

)2 scale. The dependence in pure material S1 shows clear downturn consistent with n = 1.2 < 2. The
data for La and Nd doped samples for all doping levels follow closely T

2 dependence expected in dirty nodal superconductors.
In Yb-substituted samples a clear crossover from sub-linear to super-linear plot can be noticed, suggesting rapid increase of
exponent n and n > 2 for samples with x=0.1 and 0.2. (c) Floating fitting range analysis of the temperature dependent
London penetration depth in pure and Yb-substituted CeCoIn5 samples. The data were fit using power-law function over the
temperature range from base temperature to a temperature T

up

< T

c

/3, and the resultant exponent n was plotted as a function
of T

up

.
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FIG. 4: The exponent of the power-law dependence of London
penetration depth as a function of superconducting transition
temperature for La substitution (black circles), Nd substitu-
tion (blue triangles) and Yb substitution (red squares).

cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.

H. Kim, M. Tanatar et al, 
PRL (2014).
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FIG. 3: Temperature-dependent London penetration depth of (a) La and Nd and (b) Yb substituted substituted CeCoIn5,
plotted vs normalized (T/T

c

)2 scale. The dependence in pure material S1 shows clear downturn consistent with n = 1.2 < 2. The
data for La and Nd doped samples for all doping levels follow closely T

2 dependence expected in dirty nodal superconductors.
In Yb-substituted samples a clear crossover from sub-linear to super-linear plot can be noticed, suggesting rapid increase of
exponent n and n > 2 for samples with x=0.1 and 0.2. (c) Floating fitting range analysis of the temperature dependent
London penetration depth in pure and Yb-substituted CeCoIn5 samples. The data were fit using power-law function over the
temperature range from base temperature to a temperature T
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FIG. 4: The exponent of the power-law dependence of London
penetration depth as a function of superconducting transition
temperature for La substitution (black circles), Nd substitu-
tion (blue triangles) and Yb substitution (red squares).

cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.

H. Kim, M. Tanatar et al, 
PRL (2014).
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FIG. 3: Temperature-dependent London penetration depth of (a) La and Nd and (b) Yb substituted substituted CeCoIn5,
plotted vs normalized (T/T

c

)2 scale. The dependence in pure material S1 shows clear downturn consistent with n = 1.2 < 2. The
data for La and Nd doped samples for all doping levels follow closely T

2 dependence expected in dirty nodal superconductors.
In Yb-substituted samples a clear crossover from sub-linear to super-linear plot can be noticed, suggesting rapid increase of
exponent n and n > 2 for samples with x=0.1 and 0.2. (c) Floating fitting range analysis of the temperature dependent
London penetration depth in pure and Yb-substituted CeCoIn5 samples. The data were fit using power-law function over the
temperature range from base temperature to a temperature T
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FIG. 4: The exponent of the power-law dependence of London
penetration depth as a function of superconducting transition
temperature for La substitution (black circles), Nd substitu-
tion (blue triangles) and Yb substitution (red squares).

cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.

H. Kim, M. Tanatar et al, 
PRL (2014).
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FIG. 3: Temperature-dependent London penetration depth of (a) La and Nd and (b) Yb substituted substituted CeCoIn5,
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exponent n and n > 2 for samples with x=0.1 and 0.2. (c) Floating fitting range analysis of the temperature dependent
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up

< T

c

/3, and the resultant exponent n was plotted as a function
of T

up

.

0.6 0.7 0.8 0.9 1.0 1.1
1.0

1.5

2.0

2.5

3.0

3.5

 

 

n

Tc / Tc(x=0, S1)

Ce1-xRxCoIn5
 La
 Nd
 Yb

FIG. 4: The exponent of the power-law dependence of London
penetration depth as a function of superconducting transition
temperature for La substitution (black circles), Nd substitu-
tion (blue triangles) and Yb substitution (red squares).

cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.
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YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.
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YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.
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cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.

�L(T ) = �L(0) + aTn
<latexit sha1_base64="si/uHz3ozwxOZDpmKq1KmpHjFts=">AAACvXicbZHLThsxFIadoRdIb0DZdWOBKoEqRRMWLZtKUdl00QVICSBlQnTG9gxWfJPtYYhG2bHgadi2r9K3wZmhAoYeydLv7/+PfDmpEdz5OP7biVZevHz1enWt++btu/cf1jc2T5wuLGEjooW2Zyk4JrhiI8+9YGfGMpCpYKfp7HDpn14y67hWQz83bCIhVzzjBHxA0/XtRIQwhemv3eEe/o4ftvHeFwx4eB5CO3Evrgs/F/17sTPYQnUdTTc61wnVpJBMeSLAuXE/Nn5SgfWcCLboJoVjBsgMcjYOUoFkblLVj1ngz4FQnGkblvK4po87KpDOzWUakhL8hWt7S/g/b1z47GBScWUKzxRpDsoKgb3Gy5/BlFtGvJgHAcTycFdMLsAC8eH/uoliJdFSgqKJhSoslddvecRpXp0nFPKc2adGOquqJM3wbNHipuGmza8aftXixTJfGLBWly2LlsGiulT/zG6YW789peditN/72ouPw/x+NPNDq+gT2ka7qI++oQH6iY7QCBF0g27Rb/QnGkRZJCLVRKPOfc9H9KSi8g7oMt1n</latexit><latexit sha1_base64="si/uHz3ozwxOZDpmKq1KmpHjFts=">AAACvXicbZHLThsxFIadoRdIb0DZdWOBKoEqRRMWLZtKUdl00QVICSBlQnTG9gxWfJPtYYhG2bHgadi2r9K3wZmhAoYeydLv7/+PfDmpEdz5OP7biVZevHz1enWt++btu/cf1jc2T5wuLGEjooW2Zyk4JrhiI8+9YGfGMpCpYKfp7HDpn14y67hWQz83bCIhVzzjBHxA0/XtRIQwhemv3eEe/o4ftvHeFwx4eB5CO3Evrgs/F/17sTPYQnUdTTc61wnVpJBMeSLAuXE/Nn5SgfWcCLboJoVjBsgMcjYOUoFkblLVj1ngz4FQnGkblvK4po87KpDOzWUakhL8hWt7S/g/b1z47GBScWUKzxRpDsoKgb3Gy5/BlFtGvJgHAcTycFdMLsAC8eH/uoliJdFSgqKJhSoslddvecRpXp0nFPKc2adGOquqJM3wbNHipuGmza8aftXixTJfGLBWly2LlsGiulT/zG6YW789peditN/72ouPw/x+NPNDq+gT2ka7qI++oQH6iY7QCBF0g27Rb/QnGkRZJCLVRKPOfc9H9KSi8g7oMt1n</latexit>

H. Kim, M. Tanatar et al, 
PRL (2014).

Erten, Flint, PC, 2014



2

Yb#doping#
hole#like######################################################electron#like######x2≈0.2#

nodal#d2wave#
+#composite#pairs#

nodal#d2wave#
+#composite#pairs#

composite#pairs#
only#

+# +# +# +# +#
2# 2# 2# 2# 2#

x+#

k

E

Yb

Ce

Yb doping: m≠

HaL HbL
Yb#doping#

E#

k#

Yb#

Ce#

+#+#
2#

2#
+#+#

2#

2#
+#+#

2#

2#

Γ"

M"

⇢s = ⇢0 � �T (1�2) ⇢s = ⇢0 � �T (1�2)⇢s = ⇢0 � �T (3�4)

FIG. 2: Schematic heavy fermion band structure. Ce Kondo
lattice is hole-like whereas Yb Kondo lattice is electron-like.
Thus upon Yb doping, chemical potential increases and heavy
fermion band structure turns from hole-like to electron-like.

discuss its detailed application to Yb doped CeCoIn5 and
the consequences and the predictions of our theory.

Composite pairing: The composite pairing concept was
first introduced in the context of odd-frequency pairing
[11], and later associated with the composite binding
of a Cooper pairs with local moments[8, 12–14]. Vari-
ous other forms of composite pairing have been recently
suggested in the context of cuprate superconductors[15].
Composite pairing naturally emerges within a two-
channel Kondo lattice model where constructive interfer-
ence between two spin-screening channels drives to local
pairing. Composite pairing can be alternatively regarded
as an intra-orbital version of the resonating valence bond
pairing mechanism[16, 17]. The composite pair ampli-
tude is given by

⇤C(j) = h †
1j~�(i�2) 

†
2j · ~Sf (j)i (1)

where  †
�j creates conduction elections in the Wannier

state of channel � 2 (1, 2) and ~Sf (j) describes the
spin operator of the local f-moment at site j. The  ’s
can be decomposed into plane waves using the rela-
tion  �j� =

P
k ��

��0(k)ck�0eik·Rj where the form factor
��

��0(k) is only diagonal in the absence of spin-orbit cou-
pling. Kondo couplings of the two channels, The Kondo
coupling in the two � channels J� are a consequence
of virtual charge fluctuations from the singly occupied
ground state into the excited empty and doubly occu-
pied states.

The symmetry of the composite pair condensate is de-
termined by the product of the two form factors �1k�2k.
In a simple model, �1k and �2k can be taken to have s-
and d-wave symmetries respectively, giving rise to d-wave
symmetry. A more detailed analysis involves �6 and �7

crystal fields in accord with the underlying crystal field
symmetries[14] which also leads to nodal d-wave pairing.
The superfluid sti↵ness

Q = QBCS + QM (2)

has two components[8]: a BCS component

QBCS =
ne2

m⇤ (3)

derived from the paired heavy electron fluid and a com-
posite component

QM '
X

k

⇤2
C(�1kr�2k � �1kr�2k)2

⌃2
N

p
✏2k + 2⌃2

N

⇠ e2

~a2
(kBTc) (4)

resulting from the mobility of the molecular pairs and
derived ultimately from the non-local character (momen-
tum dependence) of the Kondo form factors. Here ⌃N

is proportional to the normal (hybridization) part of the
conduction electron self-energy and ✏k is the conduction
electron dispersion. QM is directly proportional to the
condensation energy, a consequence of “local pair” con-
densation and it does not depend on the presence of a
Fermi surface. In three dimensions, QBCS ⇠ ✏F /a2 is
proportional to the Fermi energy: in conventional super-
conductors the superfluid sti↵ness is much greater than
Tc, but as the Fermi surface shrinks, QBCS vanishes.
Normally, this would drive a superconductor-insulator
transition, but now the superconductivity is sustained
by the sti↵ness of the composite pair condensate.

For example, consider a single channel Kondo lattice
model at half filling, for which the ground state is a
Kondo insulator with a gap to quasiparticle excitations.
The inclusion of a second Kondo channel leads to com-
posite pairing beyond a critical ratio of the coupling con-
stants. (There is no Cooper instability in this case since
there is no Fermi surface.) As a result the Boguilubov
quasiparticle spectrum is fully-gapped even though the
composite order parameter has d-wave symmetry. This
state is an example of a Bose-Einstein condensate of d-
wave molecules.
Connection with Yb doped CeCoIn5: Due to the

tetragonal crystal field, the low lying physics of CeCoIn5

is governed by a low lying �7 Kramers doublet[18]. The
Kondo e↵ect in Ce and Yb heavy fermion compounds
results from high frequency valence fluctuations. In Ce
compounds the dominant valence fluctuations occur be-
tween the 4f1 and 4f0 configuration 4f1 ↵ 4f0 + e�,
giving rise to an average f-occupation below unity (nCe

f ⇠
0.9)[19, 20]. Using the Friedel sum rule, this gives rise to
a scattering phase shift � < ⇡

2 and in the lattice, to hole-
like heavy Fermi surfaces. By contrast, Yb heavy fermion
materials involve valence fluctuations between the 4f13

and 4f14 configurations e� + 4f13 ↵ 4f14, so the aver-
age f-occupation of the active Kramers doublet exceeds
one (nY b

f ⇠ 1.7)[19, 20] [26], the corresponding scattering
phase shift � > ⇡

2 and an electron-like Fermi surface in
the Kondo lattice (Fig. 2). As the Yb doping proceeds,
the typical character of the resonant scattering changes
from Cerium-like to Ytterbium-like and the occupancy
of the lowlying magnetic doublet nf will increase as a
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cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.
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FIG. 2: Schematic heavy fermion band structure. Ce Kondo
lattice is hole-like whereas Yb Kondo lattice is electron-like.
Thus upon Yb doping, chemical potential increases and heavy
fermion band structure turns from hole-like to electron-like.

discuss its detailed application to Yb doped CeCoIn5 and
the consequences and the predictions of our theory.

Composite pairing: The composite pairing concept was
first introduced in the context of odd-frequency pairing
[11], and later associated with the composite binding
of a Cooper pairs with local moments[8, 12–14]. Vari-
ous other forms of composite pairing have been recently
suggested in the context of cuprate superconductors[15].
Composite pairing naturally emerges within a two-
channel Kondo lattice model where constructive interfer-
ence between two spin-screening channels drives to local
pairing. Composite pairing can be alternatively regarded
as an intra-orbital version of the resonating valence bond
pairing mechanism[16, 17]. The composite pair ampli-
tude is given by

⇤C(j) = h †
1j~�(i�2) 

†
2j · ~Sf (j)i (1)

where  †
�j creates conduction elections in the Wannier

state of channel � 2 (1, 2) and ~Sf (j) describes the
spin operator of the local f-moment at site j. The  ’s
can be decomposed into plane waves using the rela-
tion  �j� =

P
k ��

��0(k)ck�0eik·Rj where the form factor
��

��0(k) is only diagonal in the absence of spin-orbit cou-
pling. Kondo couplings of the two channels, The Kondo
coupling in the two � channels J� are a consequence
of virtual charge fluctuations from the singly occupied
ground state into the excited empty and doubly occu-
pied states.

The symmetry of the composite pair condensate is de-
termined by the product of the two form factors �1k�2k.
In a simple model, �1k and �2k can be taken to have s-
and d-wave symmetries respectively, giving rise to d-wave
symmetry. A more detailed analysis involves �6 and �7

crystal fields in accord with the underlying crystal field
symmetries[14] which also leads to nodal d-wave pairing.
The superfluid sti↵ness

Q = QBCS + QM (2)

has two components[8]: a BCS component

QBCS =
ne2

m⇤ (3)

derived from the paired heavy electron fluid and a com-
posite component

QM '
X

k

⇤2
C(�1kr�2k � �1kr�2k)2

⌃2
N

p
✏2k + 2⌃2

N

⇠ e2

~a2
(kBTc) (4)

resulting from the mobility of the molecular pairs and
derived ultimately from the non-local character (momen-
tum dependence) of the Kondo form factors. Here ⌃N

is proportional to the normal (hybridization) part of the
conduction electron self-energy and ✏k is the conduction
electron dispersion. QM is directly proportional to the
condensation energy, a consequence of “local pair” con-
densation and it does not depend on the presence of a
Fermi surface. In three dimensions, QBCS ⇠ ✏F /a2 is
proportional to the Fermi energy: in conventional super-
conductors the superfluid sti↵ness is much greater than
Tc, but as the Fermi surface shrinks, QBCS vanishes.
Normally, this would drive a superconductor-insulator
transition, but now the superconductivity is sustained
by the sti↵ness of the composite pair condensate.

For example, consider a single channel Kondo lattice
model at half filling, for which the ground state is a
Kondo insulator with a gap to quasiparticle excitations.
The inclusion of a second Kondo channel leads to com-
posite pairing beyond a critical ratio of the coupling con-
stants. (There is no Cooper instability in this case since
there is no Fermi surface.) As a result the Boguilubov
quasiparticle spectrum is fully-gapped even though the
composite order parameter has d-wave symmetry. This
state is an example of a Bose-Einstein condensate of d-
wave molecules.
Connection with Yb doped CeCoIn5: Due to the

tetragonal crystal field, the low lying physics of CeCoIn5

is governed by a low lying �7 Kramers doublet[18]. The
Kondo e↵ect in Ce and Yb heavy fermion compounds
results from high frequency valence fluctuations. In Ce
compounds the dominant valence fluctuations occur be-
tween the 4f1 and 4f0 configuration 4f1 ↵ 4f0 + e�,
giving rise to an average f-occupation below unity (nCe

f ⇠
0.9)[19, 20]. Using the Friedel sum rule, this gives rise to
a scattering phase shift � < ⇡

2 and in the lattice, to hole-
like heavy Fermi surfaces. By contrast, Yb heavy fermion
materials involve valence fluctuations between the 4f13

and 4f14 configurations e� + 4f13 ↵ 4f14, so the aver-
age f-occupation of the active Kramers doublet exceeds
one (nY b

f ⇠ 1.7)[19, 20] [26], the corresponding scattering
phase shift � > ⇡

2 and an electron-like Fermi surface in
the Kondo lattice (Fig. 2). As the Yb doping proceeds,
the typical character of the resonant scattering changes
from Cerium-like to Ytterbium-like and the occupancy
of the lowlying magnetic doublet nf will increase as a

4

FIG. 3: Temperature-dependent London penetration depth of (a) La and Nd and (b) Yb substituted substituted CeCoIn5,
plotted vs normalized (T/T

c

)2 scale. The dependence in pure material S1 shows clear downturn consistent with n = 1.2 < 2. The
data for La and Nd doped samples for all doping levels follow closely T

2 dependence expected in dirty nodal superconductors.
In Yb-substituted samples a clear crossover from sub-linear to super-linear plot can be noticed, suggesting rapid increase of
exponent n and n > 2 for samples with x=0.1 and 0.2. (c) Floating fitting range analysis of the temperature dependent
London penetration depth in pure and Yb-substituted CeCoIn5 samples. The data were fit using power-law function over the
temperature range from base temperature to a temperature T

up

< T

c

/3, and the resultant exponent n was plotted as a function
of T

up

.
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FIG. 4: The exponent of the power-law dependence of London
penetration depth as a function of superconducting transition
temperature for La substitution (black circles), Nd substitu-
tion (blue triangles) and Yb substitution (red squares).

cant change of the Fermi surface between CeCoIn5 and
YbCoIn5. Recent de Haas-van Alfen studies indeed found
change of the Fermi surface with Yb substitution, with
the major change being disappearance of the intermedi-
ate heavy ↵ sheet of the Fermi surface in the range be-
tween x=0.1 and 0.2. This is exactly the range in which

we observe closing of the nodes in the superconducting
gap.

According to STM studies [18], ↵ sheet of the Fermi
surface plays a key role in superconductivity of CeCoIn5.
Evolution of the superconducting gap structure with the
disappearance of this sheet might be not strange since the
spectrum of magnetic fluctuations may change dramati-
cally. However, two features in our data are very di�cult
to understand in this scenario. First, the superconduct-
ing T

c

changes monotonically during the gap structure
transformation, it is insensitive to Fermi surface topol-
ogy change. Second, the fact that the structure of the
gap can change with Fermi surface topology strongly ar-
gues against symmetry imposed superconducting gap as
in d-wave scenario.

Interestingly enough, these observations have some re-
semblance with the iron - based superconductors. For
example, in hole-doped KFe2As2, the change of the su-
perconducting gap structure with pressure is indicated by
a non-monotonic T

c

(P ) dependence [46]. Similar change,
but with doping, was suggested in Ba1�x

K
x

Fe2As2 [47].
The superconducting gap structure of iron pnictides is
frequently discussed in terms of Fermi surface nesting,
responsible for magnetic fluctuations. Similar ideas were
discussed recently in relation to 115 compounds [30, 31]
and our data may hint in the same direction.

An alternative scenario for the explanation of the nodal
to nodeless evolution was considered by Coleman et al.

�L(T ) = �L(0) + aTn
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Molecular Pairing and Fully-Gapped Superconductivity in Yb doped CeCoIn5

Onur Erten1, Rebecca Flint2, Piers Coleman1

1Center for Materials Theory, Rutgers University, Piscataway, New Jersey, 08854, USA
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The recent observation of fully-gapped superconductivity in Yb doped CeCoIn5 poses a paradox,
for the disappearance of nodes suggests that they are accidental, yet d-wave symmetry with protected
nodes is well established by experiment. Here, we show that composite pairing provides a natural
resolution: in this scenario, Yb doping drives a Lifshitz transition of the nodal Fermi surface,
forming a fully-gapped d-wave molecular superfluid of composite pairs. The T

4 dependence of the
penetration depth associated with the sound mode of this condensate is in accord with observation.

Introduction: CeCoIn5 is an archetypal heavy fermion
superconductor with Tc = 2.3K[1]. The Curie-Weiss
susceptibility signaling unquenched local moments, per-
sists down to the superconducting transition [1]. Local
moments, usually harmful to superconductivity actually
participate in the condensate and a significant fraction
of the local moment entropy (0.2 � 0.3 log 2 per spin) is
quenched below Tc.

The behavior of this material upon Yb doping is quite
unusual: the depression of superconductivity with doping
is extremely mild with an unusual linear dependence of
the transition temperature Tc(x) = Tc(0)⇥(1�x), where
x is the Yb doping[2]. Moreover, recent measurements[3]
of the temperature dependent London penetration depth
��(T ) suggest that the nodal d-wave superconductivity
(where ��(T ) ⇠ T �T 2) becomes fully gapped (��(T ) ⇠
Tn, n & 3) beyond a critical Yb doping xc ⇠ 0.2. Nor-
mally the disappearance of nodes would suggest that
they are accidental, as in s± superconductors. However
directional probes of the gap, including scanning tun-
neling spectroscopy (STM)[4, 5], thermal conductivity
measurements in a rotating magnetic field[6] and torque
magnetometry[7] strongly suggest that pure CeCoIn5 is a
d-wave superconductor with symmetry-protected nodes.
How then, can a nodal d-wave superconductor become
fully-gapped upon doping?

Here we provide a possible resolution of this paradox,
presenting a mechanism by which nodal superconductors
can become fully gapped systems without change of sym-
metry, through the formation of composite pairs. A com-
posite d-wave superconductor contains two components:
a d-wave BCS condensate and a molecular superfluid of
d-wave composite pairs[8]. Here we show when the scat-
tering phase shift o↵ the magnetic ions is tuned via dop-
ing, a Lifshitz transition occurs which removes the nodal
heavy Fermi surface to revealing an underlying molecular
superfluid of d-wave composite pairs (see Fig. 1).

In the absence of an underlying Fermi surface, a com-
posite paired superconductor can be regarded as Bose-
Einstein condensate of weakly interacting, charge 2e d-
wave bosons in which the Boguilubov quasiparticle spec-
trum is fully gapped[9], with a residual linear sound mode
with dispersion Eq ⇠ vsq, cut o↵ by the plasma frequency
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FIG. 1: Schematic phase diagram for the Yb
x

Ce1�x

CoIn5.
For x < 0.2 the temperature dependence of London penetra-
tion depth �� ⇠ T �T

2, consistent with nodal d-wave super-
conductivity in clean and dirty limits respectively. However
for x > 0.2, the power law of the �� exceeds 2 and reaches
up to 4[3]. This is incompatible with nodal d-wave supercon-
ductivity and suggests a fully-gapped state. We argue that
in the gapless phase Cooper pairs and composite pairs co-
exist whereas in the fully gapped phase, only the composite
pairs are present. As function of Yb doping, chemical poten-
tial increases and the nodes of the order parameter moves to
the corners of the Brillouin zone and annihilate. We predict
that upon further doping, there is a second quantum phase
transition to a reentrant gapless phase.

!p ⇠ vs/�L at wavevectors below the inverse penetration
depth q << 1/�L. At temperatures above the plasma fre-
quency, the superfluid sti↵ness is governed by Landau’s
two-fluid theory of superfluids, in which the excitation of
the normal superfluid is predicted to give rise to a power
law dependence of the penetration depth ��(T ) ⇠ T 4 in
three dimensions, consistent with experiments[3].

A quantum critical point recently observed for x ⇠ xc

in transverse magnetoresistance measurements [10] ap-
pears to coincide with the disappearance of the super-
conducting nodes. At larger Yb doping, we expect a sec-
ond quantum critical point into a reentrant gapless phase
as shown in Fig. 1 with the redevelopment of a d-wave
paired heavy electron pocket around the � point in the
Yb rich Kondo lattice.

We now expand on the idea of composite pairing and
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PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:
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where i denotes 4f, f s((, f stt, or 4f L Sterms, -
and the y& are calculated from the well-known formu-
la of Van Vleck'9

z+s 3 3J
Xi (+)= 8 aq) (2j 1)e
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FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.
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The p, are determined as follows: For the two f's
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The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.

J=2

840K

J=3

I440 K

Js 4

3200K

In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:

x(~) =G p» x&,
420 K

r-e+Xp=o
J=O
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where i denotes 4f, f s((, f stt, or 4f L Sterms, -
and the y& are calculated from the well-known formu-
la of Van Vleck'9
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Xi (+)= 8 aq) (2j 1)e
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FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.
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PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:
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FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.

(2I 1)& weal(('r (10)

The p, are determined as follows: For the two f's

Menth, Buehler & Geballe 
PRL 22, 295 (1969)

:The Rise of Topology.

Topological Kondo Insulator

J. W. Allen, B. Batlogg, and P. Wachter, Phys. 
Rev. B. 20, 4807 (1979).

M. Dzero, K. Sun, V. Galitski, and P. Coleman, Phys. Rev. Lett. 104, 106408 (2010). 
M. Dzero, K. Sun, P. Coleman and V. Galitski, Phys. Rev. B 85, 045130 (2012).

Allen, Batlogg & Wachter,
PRB 20, 4807 (1979)

Persistent	
  conduc-vity	
  
Plateau

SmB6

UBC Brainstorming 

Session 14-16 May 2014



116

Kondo insulators: 
Parent compound of Heavy Fermions



116

Menth,	
  Bueller	
  and	
  Geballe	
  (PRL	
  22,295,	
  1969)

Sm2.7+

B6

Kondo insulators: 
Parent compound of Heavy Fermions



PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:

x(~) =G p» x&,
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where i denotes 4f, f s((, f stt, or 4f L Sterms, -
and the y& are calculated from the well-known formu-
la of Van Vleck'9

z+s 3 3J
Xi (+)= 8 aq) (2j 1)e

z=l L,-S I

FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.
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PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:
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where i denotes 4f, f s((, f stt, or 4f L Sterms, -
and the y& are calculated from the well-known formu-
la of Van Vleck'9
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FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.
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PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:
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where i denotes 4f, f s((, f stt, or 4f L Sterms, -
and the y& are calculated from the well-known formu-
la of Van Vleck'9
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FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.
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PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:
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configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
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PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-

ion-term susceptibilities, weighted by the probabil-
ities that the terms are occupied:

x(~) =G p» x&,
420 K
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where i denotes 4f, f s((, f stt, or 4f L Sterms, -
and the y& are calculated from the well-known formu-
la of Van Vleck'9
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Xi (+)= 8 aq) (2j 1)e

z=l L,-S I

FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.
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unitary operator with an associated quantum number, the “Kramers index”K (25). The Kramers

index, K = (−1)2J of a quantum state of total angular momentum J defines the phase factor

acquired by its wavefunction after two successive time-reversals, Θ2|ψ⟩ = K|ψ⟩ = |ψ2π⟩. An

integer spin state |α⟩ is unchanged by a 2π rotation, so |α2π⟩ = +|α⟩ and K = 1. However,

conduction electrons with half-integer spin states, |kσ⟩, where k is momentum and σ is the spin

component, change sign, |kσ2π⟩ = −|kσ⟩, so K = −1.

While conventional magnetism breaks time-reversal symmetry, it is invariant under dou-

ble reversals Θ2 so the Kramers index is conserved. However in URu2Si2, the hybridization

between integer and half-integer spin states requires a quasiparticle mixing term of the form

H = (|kσ⟩Vσα(k)⟨α| + H.c) in the low energy fixed point Hamiltonian that does not conserve

the Kramers index. After two successive time-reversals

|kσ⟩Vσα(k)⟨α| → |kσ2π⟩V 2π
σα (k)⟨α2π| = −|kσ⟩V 2π

σα (k)⟨α|. (1)

Since the microscopic Hamiltonian is time-reversal invariant, it follows that Vσα(k) = −V 2π
σα (k);

the hybridization thus breaks time-reversal symmetry in a fundamentally new way, playing the

role of an order parameter that, like a spinor, reverses under 2π rotations. The resulting “hastatic

(Latin: spear) order”, is a state of matter that breaks both single and double time-reversal sym-

metry and is thus distinct from conventional magnetism.

Indirect support for time-reversal symmetry-breaking in the hidden order phase of URu2Si2 is

provided by recent magnetometry measurements that indicate the development of an anisotropic

basal-plane spin susceptibility, χxy, at the hidden order transition (16). As noted elsewhere (9),

χxy is a conduction electron response to scattering off the hidden order (c.f. Fig. 2.), leading to

a scattering matrix of the form

t(k) = (σx + σy)d(k) (2)

where d(k) is the scattering amplitude. This scattering matrix has been linked to a spin nematic
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PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.
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FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
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f s and 4f ground levels, which is determined by the
lattice considerations of Sec. IV.
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unitary operator with an associated quantum number, the “Kramers index”K (25). The Kramers

index, K = (−1)2J of a quantum state of total angular momentum J defines the phase factor

acquired by its wavefunction after two successive time-reversals, Θ2|ψ⟩ = K|ψ⟩ = |ψ2π⟩. An

integer spin state |α⟩ is unchanged by a 2π rotation, so |α2π⟩ = +|α⟩ and K = 1. However,

conduction electrons with half-integer spin states, |kσ⟩, where k is momentum and σ is the spin

component, change sign, |kσ2π⟩ = −|kσ⟩, so K = −1.

While conventional magnetism breaks time-reversal symmetry, it is invariant under dou-

ble reversals Θ2 so the Kramers index is conserved. However in URu2Si2, the hybridization

between integer and half-integer spin states requires a quasiparticle mixing term of the form

H = (|kσ⟩Vσα(k)⟨α| + H.c) in the low energy fixed point Hamiltonian that does not conserve

the Kramers index. After two successive time-reversals

|kσ⟩Vσα(k)⟨α| → |kσ2π⟩V 2π
σα (k)⟨α2π| = −|kσ⟩V 2π

σα (k)⟨α|. (1)

Since the microscopic Hamiltonian is time-reversal invariant, it follows that Vσα(k) = −V 2π
σα (k);

the hybridization thus breaks time-reversal symmetry in a fundamentally new way, playing the

role of an order parameter that, like a spinor, reverses under 2π rotations. The resulting “hastatic

(Latin: spear) order”, is a state of matter that breaks both single and double time-reversal sym-

metry and is thus distinct from conventional magnetism.

Indirect support for time-reversal symmetry-breaking in the hidden order phase of URu2Si2 is

provided by recent magnetometry measurements that indicate the development of an anisotropic

basal-plane spin susceptibility, χxy, at the hidden order transition (16). As noted elsewhere (9),

χxy is a conduction electron response to scattering off the hidden order (c.f. Fig. 2.), leading to

a scattering matrix of the form

t(k) = (σx + σy)d(k) (2)

where d(k) is the scattering amplitude. This scattering matrix has been linked to a spin nematic

4

~k� ~k�↵V V

Kondo insulators: 
Parent compound of Heavy Fermions

N.  Mott Phil Mag 30,403,1974
Maple + Wohlleben, PRL, 1971

In SmB6 and high-pressure SmS a very 
small gap separates the occupied from 
unoccupied states, this in our view 
being due to hybridization of 4f and 5d 
bands…. it is suggested that this must 
always occur if the the Kondo 
temperature is higher than the RKKY 
interaction. 

Kondo	
  Insulator.

Mott,1974.   Doniach, 1977.

Mar:n	
  and	
  Allen(J.	
  Appl	
  Phys,	
  49,2078,	
  1979)



PHYSICAL PROPERTIES OF 8mB' 2035

We choose the ILSL,SQ representation as a basis
for diagonalizing the Hamiltonian (8). This amounts
to diagonalizing the exchange term first, so that we
have I -S terms for the whole f 's configu'ration. The
ground term of the 4f' core is I~=5, Ss= —,'. Cou-
pling this to the l =0, s =.2, 5de~-6s electron, we find
two terms: the L=5, S=8, f's((I, in which the core
and localized spins are parallel; and the antiparallel
L = 5, S = 2, fSs tt.
In order to find the actual energy level structure

we must then diagonalize the spin-orbit interaction.
The symmetry of X permits us to label the levels
by the total angular momentum quantum number J.
Note, however, that the spin-orbit term mixes lev-
els of the same J, but different S. The small size
of J,„suggests that these pairs of levels may be
close enough to be mixed significantly. Vfe empha. -
size that this mixing does not affect the lowest- and
highest-lying (J= 2 and 8) levels of the f 's (( because
2—g —7 in the f 's tt term, ln particular, the Z = 2
ground level, which has vanishing moment, is un-

affectedd.

EXPERIMENTAL OATA

I 4-
I

o 2—
T T v w v w w

/
I »»»

0/
~«»««» «»«

I Q ««««»«»«» ««I«» ~em ey ~I
0 200 400 600 800 IOOO

FIG. 5. Susceptibility of SmB6 in the range 0-1000K.
Experimental data points are taken from Ref. 2. Solid
curve is the theoretical fit described in the text. Dashed
curve shows the sum of the susceptibilities of the 4f eand
f5s II configurations, which account for the bulk of the
susceptibility. The dot-dashed curve is the contribution
due to the f s 0 term. Note that the bare 4f ~contribution
is responsible for the weak divergence below 20 K.
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In order to take this mixing into account in our
model, we allow the spin-orbit parameters to be ad-
justable, starting from estimates made for the free
Sm'+ ion. "
On the right-hand side of Fig. 4.we show the four

lowest-lying levels of the f s configuration, which,
following the x-ray absorption and Mossbauer data, '"
we take to comprise 70%%uq of the Sm ions. The level
spacings shown are determined from our fit to the
observed susceptibility, as discussed below. The
small distance between the two lowest-lying f s lev-
els gives rise to a contribution to X from the f 'sit J'
= 3 state, which is magnetic. In our calculations
this is responsible for the hump in the susceptibility
near 100 K (Fig. 5). On the left-hand side of Fig.
4 we show the level scheme for the divalent 4f 6 con-
figuration, with spacings determined again from the
fit to the experimental data.

2. Calculation of X
The susceptibility is the sum of the various Sm-
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FIG. 4. Energy-level diagrams for divalent Sm-ion
configurations. Level spacings are determined from the
observed susceptibility, except for the splitting between
f s and 4f ground levels, which is determined by the
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unitary operator with an associated quantum number, the “Kramers index”K (25). The Kramers

index, K = (−1)2J of a quantum state of total angular momentum J defines the phase factor

acquired by its wavefunction after two successive time-reversals, Θ2|ψ⟩ = K|ψ⟩ = |ψ2π⟩. An

integer spin state |α⟩ is unchanged by a 2π rotation, so |α2π⟩ = +|α⟩ and K = 1. However,

conduction electrons with half-integer spin states, |kσ⟩, where k is momentum and σ is the spin

component, change sign, |kσ2π⟩ = −|kσ⟩, so K = −1.

While conventional magnetism breaks time-reversal symmetry, it is invariant under dou-

ble reversals Θ2 so the Kramers index is conserved. However in URu2Si2, the hybridization

between integer and half-integer spin states requires a quasiparticle mixing term of the form

H = (|kσ⟩Vσα(k)⟨α| + H.c) in the low energy fixed point Hamiltonian that does not conserve

the Kramers index. After two successive time-reversals

|kσ⟩Vσα(k)⟨α| → |kσ2π⟩V 2π
σα (k)⟨α2π| = −|kσ⟩V 2π

σα (k)⟨α|. (1)

Since the microscopic Hamiltonian is time-reversal invariant, it follows that Vσα(k) = −V 2π
σα (k);

the hybridization thus breaks time-reversal symmetry in a fundamentally new way, playing the

role of an order parameter that, like a spinor, reverses under 2π rotations. The resulting “hastatic

(Latin: spear) order”, is a state of matter that breaks both single and double time-reversal sym-

metry and is thus distinct from conventional magnetism.

Indirect support for time-reversal symmetry-breaking in the hidden order phase of URu2Si2 is

provided by recent magnetometry measurements that indicate the development of an anisotropic

basal-plane spin susceptibility, χxy, at the hidden order transition (16). As noted elsewhere (9),

χxy is a conduction electron response to scattering off the hidden order (c.f. Fig. 2.), leading to

a scattering matrix of the form

t(k) = (σx + σy)d(k) (2)

where d(k) is the scattering amplitude. This scattering matrix has been linked to a spin nematic
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5 

from one side cannot distinguish between these scenarios. However, we can explore other 

measurement configurations using contacts from both sides; specifically, we can make a 

vertical measurement RVert by passing current from one front-side contact to the back-side 

contact directly opposite, and measuring the voltage using a different set of opposing front-

side and back-side contacts. We can also make a hybrid measurement RHyb by passing current 

through two front-side contacts as in the lateral measurement, but measuring the voltage on 

two back-side contacts. These configurations are illustrated in Fig. 3. 

If the plateau is a bulk transport phenomenon, the resistance will be proportional to 

the resistivity for all three measurement configurations, each with a different proportionality 

constant. In other words, the temperature dependences of RLat, RVert, and RHyb normalized to 

their respective room temperature values are expected to be identical. However, if the plateau 

is due to surface conduction, these three four-terminal resistances behave dramatically 

differently as a function of temperature. We performed Finite Element Analysis simulations 

of the electric potential in these two configurations on a rectangular slab with dimensions 

similar to our real sample and a resolution of 10 µm in each direction.  Cross-sections of the 

slab at the contact positions are instructive for understanding our experiment design, and are 

shown in Fig. 3. 

4 

bulk and surface resistivities can be suppressed or exaggerated depending on the position of 

the current and voltage leads. 

 

Figure 2 – Arrhenius Plot of Lateral measurement data – A log plot of 
resistivity ρMeasured (solid grey line) vs inverse temperature. A linear model of 
the plateau resistivity ρPlateau (dash-dot line) is removed from ρMeasured to 
extrapolate the bulk resistivity to 3 K. A linear fit (dashed line) yields an 
activation energy of 3.47 meV. 

When we perform conventional four-terminal resistance measurements, just using the 

contacts on the front surface of the sample, we obtain data shown in Fig. 2, which is 

consistent with previous measurements of SmB6
[3, 5], featuring a Kondo-insulator-like 

increase in resistivity with decreasing temperature, but with a weakly temperature-dependent 

plateau at low temperatures. We can model the measured conductivity as having two 

independent contributions: σMeasured = σInsulator + σPlateau. We then extract σInsulator down to 3 K. 

A linear fit of the Arrhenius plot gives us an activation energy of 3.47 meV, which is 

consistent with previously published measurements of SmB6 
[3, 5]. 

The plateau has never really been understood in the context of Kondo-insulator 

transport properties. However, with the possibility of a robust surface state, the plateau can be 

understood as a surface conductivity that buries the bulk conductivity at low temperatures. It 

is important, therefore, to determine whether the conduction at low temperatures is bulk-

dominated or surface dominated. The conventional lateral measurement RLat using contacts 
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Figure 3 – Current flow and equipotential diagrams – A cross-section of 
the sample along the electrical contacts. Arrows indicate current direction, 
green lines indicate equipotentials. a, Current passes vertically through the 
bulk, far away from the voltage contacts. b, The bulk in a becomes insulating, 
forcing the current to flow around the edge. The surface potential is indicated 
by the thickness of the orange region. c, Current passes laterally through the 
bulk, and the front-side and back-side voltages are measured at similar 
equipotentials. d, The bulk in c becomes insulating, isolating the back-side 
contacts from the majority current flow. 

In the vertical configuration at high temperature, nearly all the current will flow 

vertically directly through the sample if the bulk is conductive, as shown in Fig. 3a. Because 

the voltage contacts are located far away from the current, there is virtually no current near 

the voltage contacts, and RVert is unmeasurably small. For this reason, such a configuration is 

never used to measure an ordinary sample. Even though the resistivity increases significantly 

at low temperatures, the current will continue to flow in this configuration as long as the bulk 

is conductive. However, if the material becomes a surface-conductor at low temperatures, the 

entire current will be forced to flow around the long dimensions of the sample (Fig. 3b). In 

this case, the voltage contacts are very close to the current contacts, compared to the total 

current path around the edges; thus, RVert will become very large. Meanwhile, in the lateral 

configuration shown in Fig. 3c, RHyb should be nearly identical to RLat at high temperatures 6 

 

Figure 3 – Current flow and equipotential diagrams – A cross-section of 
the sample along the electrical contacts. Arrows indicate current direction, 
green lines indicate equipotentials. a, Current passes vertically through the 
bulk, far away from the voltage contacts. b, The bulk in a becomes insulating, 
forcing the current to flow around the edge. The surface potential is indicated 
by the thickness of the orange region. c, Current passes laterally through the 
bulk, and the front-side and back-side voltages are measured at similar 
equipotentials. d, The bulk in c becomes insulating, isolating the back-side 
contacts from the majority current flow. 

In the vertical configuration at high temperature, nearly all the current will flow 

vertically directly through the sample if the bulk is conductive, as shown in Fig. 3a. Because 

the voltage contacts are located far away from the current, there is virtually no current near 

the voltage contacts, and RVert is unmeasurably small. For this reason, such a configuration is 

never used to measure an ordinary sample. Even though the resistivity increases significantly 
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this case, the voltage contacts are very close to the current contacts, compared to the total 
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configuration shown in Fig. 3c, RHyb should be nearly identical to RLat at high temperatures 

9 

 

Figure 5 – Experimentally-obtained resistances as a function of 
temperature – A log-log plot of RLat (solid), RVert (dash-dot), and RHyb 
(dotted) as a function of temperature. Inset, a linear plot of RLat and RHyb, 
exaggerating the divergence between them between 3 and 5 K. 

Our experiments prove unambiguously that as temperature is reduced, the system 

turns from a 3D bulk conductor into a 2D surface conductor with an insulating bulk. 

Although these measurements do not directly probe the topological nature of material, which 

requires spin-resolved techniques, it is worthwhile to point out that in all existing literature on 

SmB6, the residual resistivity always exists, regardless of the quality of the sample and the 

surface. The robustness of the surface transport strongly suggests that the surface state in 

SmB6 should have some topological nature. Among all the available theories, only the 

topological-Kondo-insulator theory[9] predicts the phenomena we observed. In principle, in-

gap surface states can also exist in topologically trivial insulators. However, in contrast to 

topological surface states, the surface state in a trivial insulator is not topologically protected. 

These “accidental surface states” are much more vulnerable to disorder on the surface than 

topological surface states. First, the existence of accidental surface states relies on the quality 

of the surface, which varies from sample to sample. Second, even if a particular surface 

supports some accidental surface states at the chemical potential, these surface states are 

typically localized by surface disorder and thus cannot contribute to transport due to 

Anderson localization[26]. However, the existence of topological surface states is guaranteed 

Resistiv
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or bulk) and Ey is the transverse electric field. The Hall voltage Vxy

is found to be linear with B (Fig. 1(c) (d)) at small fields at all
temperatures, but becomes significantly nonlinear for larger fields
around 5 K, indicating a temperature regime of multichannel con-
duction. At high (20 K) or low (2 K) temperatures, the extreme
linearity of the Hall effect indicates single channel conduction,
either from the bulk or surface. For the simplest case of one
surface conduction channel (top and bottom surfaces combined)
and one bulk channel with Hall coefficients RHS, RHB and
resistivity rS, rB respectively, the Hall resistance Rxy at magnetic
field B is Rxy~ RHSr2

BzRHBr2
Sd

! "
BzRHSRHB RHSdzRHBð ÞB3# $%

rSdzrBð Þ2z RHSdzRHBð Þ2B2
# $

. Nonlinearity is expected at large
B, but at small fields it simplifies to Rxy

%
B~ RHSr2

BzRHBr2
Sd

! "%

rSdzrBð Þ2, which indeed gives thickness-independent Rxy/B 5
RHS if the surface channel dominates (i.e. rB ? rSd). From B ,
1 T data we extract the value Rxy/B at various temperatures T.
Representative results in sample S1 are plotted in Fig. 1(a) for d
5 120, 270, and 320 mm respectively, showing clearly that while at
high temperatures Rxy/B differ at different d, they converge to a
same universal value of 0.3 V/T below 4 Kelvin, consistent with
surface conduction. Since more than one surface channels may
exist, as predicted by theory28,29, it is difficult to quantitatively
extract the surface carrier density and mobility at this stage.
Replotting the Hall resistance ratios Rxy(d1)/Rxy(d2) in Fig. 1(b),
we found these ratios to be equal to d2/d1 at high T and become
unity at low T, proving the crossover from 3D to 2D Hall effects
when T is lowered. The temperature dependence is well described
by a two-channel (bulk and surface) conduction model in which
the bulk carrier density decreases exponentially with temperature
with an activation gap D 5 38 K. Using this simple model, we

could reproduce the curious ‘‘peak’’ in Rxy/B at 4 K (solid lines in
Fig. 1(a)), which lacks31 a good explanation until now. Low tem-
perature surface-dominated conduction would also give rise to a
longitudinal resistance Rxx that is independent of sample thick-
ness, which we have demonstrated recently32.

Surface dominated conduction could also be demonstrated at zero
magnetic field with so-called ‘‘non-local’’ transport in the spirit of
nonlocal transport experiments performed in QH10,11 and QSH12,13

states that have served as evidence8,9 for the existence of the topo-
logical edge states that are one-dimensional analogues to the surface
state in a TI. The highly metallic surface conduction in a TI would
necessarily invalidate Ohm’s law and introduce large nonlocal vol-
tages, which we have indeed found in SmB6 samples. Fig. 2(a) shows a
schematic of the nonlocal measurement in sample S4. Current I16

flows between current leads 1 and 6 at the center on opposite faces of
the crystal. Contacts 2 and 3 are located close to contact 1 for the
detection of ‘‘local’’ voltage V23. Contacts 4 and 5 are put near the
sample edge far away from the current leads to detect ‘‘nonlocal’’
voltage V45. As shown in the inset in Fig. 2(b), in the case of bulk
conduction, current will concentrate in the bulk near the current
leads 1 and 6, resulting in negligibly small nonlocal voltage (V45 =
V23). If surface conduction dominates, however, current will be
forced to flow between contacts 1 and 6 via the surface, making
V45 larger. Fig. 2(a) shows as a function of temperature the measured
V45 and V23 divided by I16, both agreeing qualitatively with our finite
element simulations (Supplementary Information) incorporating
the aforementioned simple model. The ratio V45/V23 is replotted in
Fig. 2(b). At low temperature, when surface conduction dominates,
the nonlocal voltage V45 becomes large and even surpasses the local
voltage V23. Above T 5 5 K, when bulk conduction dominates, the
magnitude of V45/V23 is very small. The negative sign of V45/V23 is

Figure 1 | Surface Hall effect. (a), Markers, Hall resistances Rxy divided by magnetic field B versus temperature T at three different thicknesses
d in a wedge shaped sample S1. Lines are simulations using a two conduction channel model (see text). Left inset, picture of the crystal before wiring. Right
inset, measurement schematic. (b), Markers, ratios between Hall resistances Rxy at different d, showing the transition from bulk to surface conduction as
temperature is lowered. Lines are calculated from simulations as in (a). (c), Rxy versus B at various T for d 5 120 mm, showing nonlinearity at around 5 K.
(d), Rxy/B normalized to small field values to demonstrate the nonlinearity.
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contact directly opposite, and measuring the voltage using a different set of opposing front-
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through two front-side contacts as in the lateral measurement, but measuring the voltage on 
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the resistivity for all three measurement configurations, each with a different proportionality 

constant. In other words, the temperature dependences of RLat, RVert, and RHyb normalized to 

their respective room temperature values are expected to be identical. However, if the plateau 

is due to surface conduction, these three four-terminal resistances behave dramatically 

differently as a function of temperature. We performed Finite Element Analysis simulations 

of the electric potential in these two configurations on a rectangular slab with dimensions 

similar to our real sample and a resolution of 10 µm in each direction.  Cross-sections of the 

slab at the contact positions are instructive for understanding our experiment design, and are 

shown in Fig. 3. 
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the plateau resistivity ρPlateau (dash-dot line) is removed from ρMeasured to 
extrapolate the bulk resistivity to 3 K. A linear fit (dashed line) yields an 
activation energy of 3.47 meV. 

When we perform conventional four-terminal resistance measurements, just using the 

contacts on the front surface of the sample, we obtain data shown in Fig. 2, which is 

consistent with previous measurements of SmB6
[3, 5], featuring a Kondo-insulator-like 

increase in resistivity with decreasing temperature, but with a weakly temperature-dependent 

plateau at low temperatures. We can model the measured conductivity as having two 

independent contributions: σMeasured = σInsulator + σPlateau. We then extract σInsulator down to 3 K. 

A linear fit of the Arrhenius plot gives us an activation energy of 3.47 meV, which is 

consistent with previously published measurements of SmB6 
[3, 5]. 

The plateau has never really been understood in the context of Kondo-insulator 

transport properties. However, with the possibility of a robust surface state, the plateau can be 

understood as a surface conductivity that buries the bulk conductivity at low temperatures. It 

is important, therefore, to determine whether the conduction at low temperatures is bulk-

dominated or surface dominated. The conventional lateral measurement RLat using contacts 
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Figure 3 – Current flow and equipotential diagrams – A cross-section of 
the sample along the electrical contacts. Arrows indicate current direction, 
green lines indicate equipotentials. a, Current passes vertically through the 
bulk, far away from the voltage contacts. b, The bulk in a becomes insulating, 
forcing the current to flow around the edge. The surface potential is indicated 
by the thickness of the orange region. c, Current passes laterally through the 
bulk, and the front-side and back-side voltages are measured at similar 
equipotentials. d, The bulk in c becomes insulating, isolating the back-side 
contacts from the majority current flow. 

In the vertical configuration at high temperature, nearly all the current will flow 

vertically directly through the sample if the bulk is conductive, as shown in Fig. 3a. Because 

the voltage contacts are located far away from the current, there is virtually no current near 

the voltage contacts, and RVert is unmeasurably small. For this reason, such a configuration is 

never used to measure an ordinary sample. Even though the resistivity increases significantly 

at low temperatures, the current will continue to flow in this configuration as long as the bulk 

is conductive. However, if the material becomes a surface-conductor at low temperatures, the 

entire current will be forced to flow around the long dimensions of the sample (Fig. 3b). In 

this case, the voltage contacts are very close to the current contacts, compared to the total 

current path around the edges; thus, RVert will become very large. Meanwhile, in the lateral 

configuration shown in Fig. 3c, RHyb should be nearly identical to RLat at high temperatures 6 
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Figure 5 – Experimentally-obtained resistances as a function of 
temperature – A log-log plot of RLat (solid), RVert (dash-dot), and RHyb 
(dotted) as a function of temperature. Inset, a linear plot of RLat and RHyb, 
exaggerating the divergence between them between 3 and 5 K. 

Our experiments prove unambiguously that as temperature is reduced, the system 

turns from a 3D bulk conductor into a 2D surface conductor with an insulating bulk. 

Although these measurements do not directly probe the topological nature of material, which 

requires spin-resolved techniques, it is worthwhile to point out that in all existing literature on 

SmB6, the residual resistivity always exists, regardless of the quality of the sample and the 

surface. The robustness of the surface transport strongly suggests that the surface state in 

SmB6 should have some topological nature. Among all the available theories, only the 

topological-Kondo-insulator theory[9] predicts the phenomena we observed. In principle, in-

gap surface states can also exist in topologically trivial insulators. However, in contrast to 

topological surface states, the surface state in a trivial insulator is not topologically protected. 

These “accidental surface states” are much more vulnerable to disorder on the surface than 

topological surface states. First, the existence of accidental surface states relies on the quality 

of the surface, which varies from sample to sample. Second, even if a particular surface 

supports some accidental surface states at the chemical potential, these surface states are 

typically localized by surface disorder and thus cannot contribute to transport due to 

Anderson localization[26]. However, the existence of topological surface states is guaranteed 
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or bulk) and Ey is the transverse electric field. The Hall voltage Vxy

is found to be linear with B (Fig. 1(c) (d)) at small fields at all
temperatures, but becomes significantly nonlinear for larger fields
around 5 K, indicating a temperature regime of multichannel con-
duction. At high (20 K) or low (2 K) temperatures, the extreme
linearity of the Hall effect indicates single channel conduction,
either from the bulk or surface. For the simplest case of one
surface conduction channel (top and bottom surfaces combined)
and one bulk channel with Hall coefficients RHS, RHB and
resistivity rS, rB respectively, the Hall resistance Rxy at magnetic
field B is Rxy~ RHSr2

BzRHBr2
Sd

! "
BzRHSRHB RHSdzRHBð ÞB3# $%

rSdzrBð Þ2z RHSdzRHBð Þ2B2
# $

. Nonlinearity is expected at large
B, but at small fields it simplifies to Rxy

%
B~ RHSr2

BzRHBr2
Sd

! "%

rSdzrBð Þ2, which indeed gives thickness-independent Rxy/B 5
RHS if the surface channel dominates (i.e. rB ? rSd). From B ,
1 T data we extract the value Rxy/B at various temperatures T.
Representative results in sample S1 are plotted in Fig. 1(a) for d
5 120, 270, and 320 mm respectively, showing clearly that while at
high temperatures Rxy/B differ at different d, they converge to a
same universal value of 0.3 V/T below 4 Kelvin, consistent with
surface conduction. Since more than one surface channels may
exist, as predicted by theory28,29, it is difficult to quantitatively
extract the surface carrier density and mobility at this stage.
Replotting the Hall resistance ratios Rxy(d1)/Rxy(d2) in Fig. 1(b),
we found these ratios to be equal to d2/d1 at high T and become
unity at low T, proving the crossover from 3D to 2D Hall effects
when T is lowered. The temperature dependence is well described
by a two-channel (bulk and surface) conduction model in which
the bulk carrier density decreases exponentially with temperature
with an activation gap D 5 38 K. Using this simple model, we

could reproduce the curious ‘‘peak’’ in Rxy/B at 4 K (solid lines in
Fig. 1(a)), which lacks31 a good explanation until now. Low tem-
perature surface-dominated conduction would also give rise to a
longitudinal resistance Rxx that is independent of sample thick-
ness, which we have demonstrated recently32.

Surface dominated conduction could also be demonstrated at zero
magnetic field with so-called ‘‘non-local’’ transport in the spirit of
nonlocal transport experiments performed in QH10,11 and QSH12,13

states that have served as evidence8,9 for the existence of the topo-
logical edge states that are one-dimensional analogues to the surface
state in a TI. The highly metallic surface conduction in a TI would
necessarily invalidate Ohm’s law and introduce large nonlocal vol-
tages, which we have indeed found in SmB6 samples. Fig. 2(a) shows a
schematic of the nonlocal measurement in sample S4. Current I16

flows between current leads 1 and 6 at the center on opposite faces of
the crystal. Contacts 2 and 3 are located close to contact 1 for the
detection of ‘‘local’’ voltage V23. Contacts 4 and 5 are put near the
sample edge far away from the current leads to detect ‘‘nonlocal’’
voltage V45. As shown in the inset in Fig. 2(b), in the case of bulk
conduction, current will concentrate in the bulk near the current
leads 1 and 6, resulting in negligibly small nonlocal voltage (V45 =
V23). If surface conduction dominates, however, current will be
forced to flow between contacts 1 and 6 via the surface, making
V45 larger. Fig. 2(a) shows as a function of temperature the measured
V45 and V23 divided by I16, both agreeing qualitatively with our finite
element simulations (Supplementary Information) incorporating
the aforementioned simple model. The ratio V45/V23 is replotted in
Fig. 2(b). At low temperature, when surface conduction dominates,
the nonlocal voltage V45 becomes large and even surpasses the local
voltage V23. Above T 5 5 K, when bulk conduction dominates, the
magnitude of V45/V23 is very small. The negative sign of V45/V23 is

Figure 1 | Surface Hall effect. (a), Markers, Hall resistances Rxy divided by magnetic field B versus temperature T at three different thicknesses
d in a wedge shaped sample S1. Lines are simulations using a two conduction channel model (see text). Left inset, picture of the crystal before wiring. Right
inset, measurement schematic. (b), Markers, ratios between Hall resistances Rxy at different d, showing the transition from bulk to surface conduction as
temperature is lowered. Lines are calculated from simulations as in (a). (c), Rxy versus B at various T for d 5 120 mm, showing nonlinearity at around 5 K.
(d), Rxy/B normalized to small field values to demonstrate the nonlinearity.
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FIG. 1: Crystal structure and sample characterization of SmB6. (a) Crystal structure

of SmB6. Sm ions and B6 octahedron are located at the corner and centre of the cubic lattice

structure. (b) The bulk and surface Brillouin zones of SmB6. High-symmetry points are marked.

(c) Resistivity versus temperature for SmB6. (d) and (e) Synchrotron-based ARPES experimental

results: Dispersion mapping along M � X � M cut in (d) and X � � � X cut in (e). Dispersive

Sm 5d band and non-dispersive flat Sm 4f bands are observed. The integrated energy distribution

curves (EDC) are also plotted to highlight the flat bands of Sm 4f .
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FIG. 3: Fermi surface and dispersion maps of SmB6. (a) Fermi surface plot of SmB6

measured by 7 eV LASER source at temperature of 7 K. A small � pocket and a large X pocket

are observed. A big elliptical and a small circular shaped black dash lines around X and � points

are guide for the eyes. Inset shows a schematic plot of Fermi surface in the first Brillouin zone. (b)

Electronic dispersion map (left) and its energy distribution curves (EDCs) for � pocket. (c) same

as (b) for X band. (d) Comparison of integrated EDC for � and X band. A gap value of about 15

meV is observed in both cases.
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Open Challenges.

Surface Kondo physics

Why are the surface states so light?

What aspects of KIs/TKIs are different to 
their weakly interacting counterparts?
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What is the nature of the 
hidden order?
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High pressures, high fields


Butch et al (PRB 82, 060402, 2011)

Fig. 4!, and from 0.52 to 1.10 GPa, where they would be
expected if Tx matched previous studies.21–24 At 0.75 GPa, an
extra anomaly in !!

!T at 15 K is attributable to the loss of
hydrostaticity in a leaking cell just prior to failure. If this
anomaly really reflected the onset of AFM order, it should
also appear at higher P, but it is conspicuously absent.

A P-T phase diagram based on the m"T! and !"T! data is
presented in Fig. 4. Following Refs. 20 and 21, the HO-AFM
phase boundary Tx is defined where 50% of the full moment

is observed, while the error bars indicate where m"T! is 90%
of its full value. Due to the high-T tails in m"T! "Fig. 1! a
10% criterion is not directly associable with the onset of
long-range order and is not shown. This phase boundary has
a linear slope

!Tx

!P =58 K GPa−1, extrapolating to 0.78"5!
GPa. The T0 boundary, with error bars indicating "T0, is also
linear with a slope

!T0

!P =1.3 K GPa−1. The T0 boundary
seems robust between different reports, and in fact our T0
line agrees very well with that of Ref. 23. The T0 and Tx lines
extrapolate to an intersection at "1.1 GPa, 19 K!, but based
on most previous reports, the Tx boundary actually curves
and meets T0 at about 1.5 GPa. This could not be directly
confirmed in the present study because of the 1 GPa limit of
the pressure cell.

A comparison of the Tx boundary determined from our
data to previous reports shows clearly that it occurs at sig-
nificantly higher pressure in He. As shown in Fig. 4, the
other reported transitions occur between 0.5 and 0.7 GPa,
with the obvious exception of the data taken in He by Bour-
darot et al.,19 which show no moment up to 0.5 GPa. These
studies represent a variety of probes of the structural22–24 and
magnetic19–22 lattices. It is important to note that the dissi-
militude between the various reported phase boundaries is
not primarily due to sample dependence or measurement
technique. The HO-AFM transitions determined via thermal
expansion and Larmor diffraction have been shown to match
those defined using neutron-diffraction data.22,33 As already
noted, it has also been demonstrated that for the same
sample, the choice of pressure medium causes a pronounced
variation in the AFM onset.19,21 The higher value of Pc de-
termined in our study is thus attributable inherently to better
hydrostatic conditions.

There are several implications of the redefined phase
boundary. Although it has already been established that the
HO-AFM and PM-HO boundaries meet at a multicritical
point, it has been identified at three different pressures: 0.9
GPa,22 1.09 GPa,24 and 1.3 GPa.23 From our measurements
in He, it is clear that these boundaries actually meet at P
#1.02 GPa. Moreover, given the known reduction in

!Tx

!P at
higher P, an intersection between 1.3 and 1.5 GPa is most
likely. The higher value of Pc also implies that bulk SC
meets the HO-AFM boundary at 0 K. This is illustrated in
Fig. 4 using the SC 10% !"T! transition from Ref. 27 as an
indicator of bulk SC, which tracks well data at lower P from
bulk probes: specific heat23 and magnetic susceptibility.21

The main difference in a hydrostatic environment is that Tc is
suppressed continuously to 0 K and does not intersect the
HO-AFM boundary at finite T, as it does in less hydrostatic
pressure media.21,23 Thus, the reported P-driven discontinu-
ous SC phase transition21,23 is not intrinsic but likely due to
the premature onset of AFM order arising from a nonhydro-
static environment.

Most tantalizingly, the end point of the SC phase bound-
ary extrapolates to Pc, which suggests that the SC pairing
energy scale goes to zero exactly at the onset of long-range
AFM. The abruptness of the low-T onset of m"P! appears to
exclude a scenario where SC arises due to AFM critical fluc-
tuations. However, it is tempting to speculate that the "100!
AFM magnetic fluctuation spectrum, which has been shown
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FIG. 3. "Color online! Pressure dependence of electrical resis-
tivity. "a! The HO transition, marked by a sharp anomaly at T0,
increases with P. "b! Temperature derivative of !"T!, highlighting
the narrow transition width and the lack of any obvious features
associated with the AFM transition at Tx.
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URu2Si2 in helium. T0 is defined by the local minimum in the !"T!
data; the error bar represents "T0. Tx is defined where m"T! reaches
half of its full value, the vertical error bar 90%. The horizontal error
bar represents a 5% uncertainty in P. A comparison to published
data shows that the value of the AFM critical pressure Pc is sub-
stantially higher under hydrostatic conditions "Refs. 19–24!. The
redefined Tx suggests that SC and AFM phases meet at 0 K.
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technique. The HO-AFM transitions determined via thermal
expansion and Larmor diffraction have been shown to match
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pressure media.21,23 Thus, the reported P-driven discontinu-
ous SC phase transition21,23 is not intrinsic but likely due to
the premature onset of AFM order arising from a nonhydro-
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Most tantalizingly, the end point of the SC phase bound-
ary extrapolates to Pc, which suggests that the SC pairing
energy scale goes to zero exactly at the onset of long-range
AFM. The abruptness of the low-T onset of m"P! appears to
exclude a scenario where SC arises due to AFM critical fluc-
tuations. However, it is tempting to speculate that the "100!
AFM magnetic fluctuation spectrum, which has been shown

0

50

100

150

200

10 12 14 16 18 20

ρ
(µ

Ω
cm
)

T (K)

a)URu
2
Si
2

T
0

∆T
0

-50

-40

-30

-20

-10

0

10

20

30

10 12 14 16 18 20

ambient P
0.19 GPa
0.52 GPa
0.75 GPa
0.92 GPa
1.10 GPa

dρ
/d
T
(µ

Ω
cm

K-
1 )

T (K)

b)

FIG. 3. "Color online! Pressure dependence of electrical resis-
tivity. "a! The HO transition, marked by a sharp anomaly at T0,
increases with P. "b! Temperature derivative of !"T!, highlighting
the narrow transition width and the lack of any obvious features
associated with the AFM transition at Tx.

0

5

10

15

20

25

0 0.5 1 1.5 2

URu2Si2

Helium m(T)
NP/IA ρ(T)
NP/IA Ref.27
Helium Ref.19
Fluorinert Ref.19
Argon Ref.23
Fluorinert Ref.20
Daphne oil Ref.21
Fluorinert Ref.22
Daphne oil Ref.24

T
(K

)

P (GPa)

Paramagnetic

Hidden
Order

Antiferromagnetic

SC

T0

TxTc

Pc

FIG. 4. "Color online! Pressure-temperature phase diagram of
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data shows that the value of the AFM critical pressure Pc is sub-
stantially higher under hydrostatic conditions "Refs. 19–24!. The
redefined Tx suggests that SC and AFM phases meet at 0 K.
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performed in a piston-cylinder cell in a commercial cryostat
using a 1:1 volume mixture of n-pentane/isoamyl alcohol.
The superconducting transition of Sn was used as a manom-
eter.

To characterize the onset of AFM order, the intensity of
the magnetic !100" peak, a forbidden nuclear reflection, was
compared to the intensity of the nuclear !200" peak, which
was constant between 30 and 1.5 K. The magnitude of the
ordered moment was calibrated at 81.8 meV incident energy,
where extinction of the strong !200" peak was negligible.
Rocking scans of the !100" peak at 1.5 K are shown in the
inset of Fig. 1 with intensities normalized to the value at the
highest pressure of 1.02 GPa. The temperature dependence
of the ordered moment m!T" is shown in Fig. 1. At low T and
ambient pressure m=0.011 !B / f.u. comparable to recently
reported values,20,22 and grows by a factor of almost 50 by
1.02 GPa. A fit of the form m#T" to the 1.02 GPa data
yields an exponent "=0.05 that is too small to describe a
conventional continuous transition and is consistent with a
first-order transition. Compared to previous reports,16,19,20,22

these m!T" curves exhibit less curvature in the ordered state
and narrower transitions in T. This sharper discontinuity can
be attributed to more ideal hydrostatic conditions in the He
cell, resulting in less smearing of the transition. No hyster-
esis in T was observed. The moment m=0.52 !B determined
here is modestly larger than the previously reported value of
0.4 !B.20 However, a 0.52 !B static moment is still small
compared to the 1.2 !B transition moment of the !100" spin
excitation at ambient pressure.32

The increase in the ordered moment at T=1.5 K is shown
in Fig. 2. Vertical error bars represent one standard deviation
while the horizontal error bars reflect a 5% uncertainty in
P due to contraction of He at low T. These data illustrate
the sudden zero-T onset of AFM order from the HO

state. Between 0.75 and 0.85 GPa, the slope !m
!P

=3.5 !B f.u.−1 GPa−1 before it starts to saturate above 0.85
GPa. A fit of the form m# P" yields "=0.08, which is simi-
lar to the m!T" exponent and points to a discontinuous AFM
onset at low T. A mean-field fit poorly describes the data and
is clearly inapplicable. The midpoint of the transition is used
to define the zero-temperature critical pressure Pc
=0.80!1" GPa. Similar m!P" data from several recent
neutron-diffraction studies are presented for comparison,
showing that in He, the value of Pc is the highest by a sig-
nificant margin. The discrepancies in Pc between data sets
are attributable to the less hydrostatic media used:
Fluorinert19,20,22 and Daphne oil.21

The paramagnetic !PM"-HO transition temperature T0 was
determined via electrical-resistivity measurements on a small
piece of the URu2Si2 crystal. The P dependence of the #!T"
data is shown in Fig. 3. The anomaly takes the form of a
peak-trough structure with a sharp local minimum, by which
T0 is defined; the magnitude of !#

!T is exhibited in Fig. 3!b".
Applied pressure enhances T0, which has a linear P depen-
dence, and reduces #!T0", although the width $T0 of the
transition, from minimum to maximum, decreases only
slightly. These properties are all consistent with previous
studies. Below 10 K, #!T" is best described by a power law
with exponent approximately 1.7. In some recent studies,
#!T" data have also shown anomalies at the pressure induced
HO-AFM transition at Tx, although their magnitudes, or even
detectable presence, are sample dependent.24 These anoma-
lies are changes in slope most easily identified as secondary
peaks in !#

!T at temperatures less than T0.23,24 In the present
study, the systematic evolution of such features is absent in
two important P ranges: at 0.92 and 1.10 GPa, where they
would be expected based on the neutron-diffraction data !cf.
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FIG. 1. !Color online" Temperature dependence of the AFM
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Fig. 4!, and from 0.52 to 1.10 GPa, where they would be
expected if Tx matched previous studies.21–24 At 0.75 GPa, an
extra anomaly in !!

!T at 15 K is attributable to the loss of
hydrostaticity in a leaking cell just prior to failure. If this
anomaly really reflected the onset of AFM order, it should
also appear at higher P, but it is conspicuously absent.

A P-T phase diagram based on the m"T! and !"T! data is
presented in Fig. 4. Following Refs. 20 and 21, the HO-AFM
phase boundary Tx is defined where 50% of the full moment

is observed, while the error bars indicate where m"T! is 90%
of its full value. Due to the high-T tails in m"T! "Fig. 1! a
10% criterion is not directly associable with the onset of
long-range order and is not shown. This phase boundary has
a linear slope

!Tx

!P =58 K GPa−1, extrapolating to 0.78"5!
GPa. The T0 boundary, with error bars indicating "T0, is also
linear with a slope

!T0

!P =1.3 K GPa−1. The T0 boundary
seems robust between different reports, and in fact our T0
line agrees very well with that of Ref. 23. The T0 and Tx lines
extrapolate to an intersection at "1.1 GPa, 19 K!, but based
on most previous reports, the Tx boundary actually curves
and meets T0 at about 1.5 GPa. This could not be directly
confirmed in the present study because of the 1 GPa limit of
the pressure cell.

A comparison of the Tx boundary determined from our
data to previous reports shows clearly that it occurs at sig-
nificantly higher pressure in He. As shown in Fig. 4, the
other reported transitions occur between 0.5 and 0.7 GPa,
with the obvious exception of the data taken in He by Bour-
darot et al.,19 which show no moment up to 0.5 GPa. These
studies represent a variety of probes of the structural22–24 and
magnetic19–22 lattices. It is important to note that the dissi-
militude between the various reported phase boundaries is
not primarily due to sample dependence or measurement
technique. The HO-AFM transitions determined via thermal
expansion and Larmor diffraction have been shown to match
those defined using neutron-diffraction data.22,33 As already
noted, it has also been demonstrated that for the same
sample, the choice of pressure medium causes a pronounced
variation in the AFM onset.19,21 The higher value of Pc de-
termined in our study is thus attributable inherently to better
hydrostatic conditions.

There are several implications of the redefined phase
boundary. Although it has already been established that the
HO-AFM and PM-HO boundaries meet at a multicritical
point, it has been identified at three different pressures: 0.9
GPa,22 1.09 GPa,24 and 1.3 GPa.23 From our measurements
in He, it is clear that these boundaries actually meet at P
#1.02 GPa. Moreover, given the known reduction in

!Tx

!P at
higher P, an intersection between 1.3 and 1.5 GPa is most
likely. The higher value of Pc also implies that bulk SC
meets the HO-AFM boundary at 0 K. This is illustrated in
Fig. 4 using the SC 10% !"T! transition from Ref. 27 as an
indicator of bulk SC, which tracks well data at lower P from
bulk probes: specific heat23 and magnetic susceptibility.21

The main difference in a hydrostatic environment is that Tc is
suppressed continuously to 0 K and does not intersect the
HO-AFM boundary at finite T, as it does in less hydrostatic
pressure media.21,23 Thus, the reported P-driven discontinu-
ous SC phase transition21,23 is not intrinsic but likely due to
the premature onset of AFM order arising from a nonhydro-
static environment.

Most tantalizingly, the end point of the SC phase bound-
ary extrapolates to Pc, which suggests that the SC pairing
energy scale goes to zero exactly at the onset of long-range
AFM. The abruptness of the low-T onset of m"P! appears to
exclude a scenario where SC arises due to AFM critical fluc-
tuations. However, it is tempting to speculate that the "100!
AFM magnetic fluctuation spectrum, which has been shown
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performed in a piston-cylinder cell in a commercial cryostat
using a 1:1 volume mixture of n-pentane/isoamyl alcohol.
The superconducting transition of Sn was used as a manom-
eter.

To characterize the onset of AFM order, the intensity of
the magnetic !100" peak, a forbidden nuclear reflection, was
compared to the intensity of the nuclear !200" peak, which
was constant between 30 and 1.5 K. The magnitude of the
ordered moment was calibrated at 81.8 meV incident energy,
where extinction of the strong !200" peak was negligible.
Rocking scans of the !100" peak at 1.5 K are shown in the
inset of Fig. 1 with intensities normalized to the value at the
highest pressure of 1.02 GPa. The temperature dependence
of the ordered moment m!T" is shown in Fig. 1. At low T and
ambient pressure m=0.011 !B / f.u. comparable to recently
reported values,20,22 and grows by a factor of almost 50 by
1.02 GPa. A fit of the form m#T" to the 1.02 GPa data
yields an exponent "=0.05 that is too small to describe a
conventional continuous transition and is consistent with a
first-order transition. Compared to previous reports,16,19,20,22

these m!T" curves exhibit less curvature in the ordered state
and narrower transitions in T. This sharper discontinuity can
be attributed to more ideal hydrostatic conditions in the He
cell, resulting in less smearing of the transition. No hyster-
esis in T was observed. The moment m=0.52 !B determined
here is modestly larger than the previously reported value of
0.4 !B.20 However, a 0.52 !B static moment is still small
compared to the 1.2 !B transition moment of the !100" spin
excitation at ambient pressure.32

The increase in the ordered moment at T=1.5 K is shown
in Fig. 2. Vertical error bars represent one standard deviation
while the horizontal error bars reflect a 5% uncertainty in
P due to contraction of He at low T. These data illustrate
the sudden zero-T onset of AFM order from the HO

state. Between 0.75 and 0.85 GPa, the slope !m
!P

=3.5 !B f.u.−1 GPa−1 before it starts to saturate above 0.85
GPa. A fit of the form m# P" yields "=0.08, which is simi-
lar to the m!T" exponent and points to a discontinuous AFM
onset at low T. A mean-field fit poorly describes the data and
is clearly inapplicable. The midpoint of the transition is used
to define the zero-temperature critical pressure Pc
=0.80!1" GPa. Similar m!P" data from several recent
neutron-diffraction studies are presented for comparison,
showing that in He, the value of Pc is the highest by a sig-
nificant margin. The discrepancies in Pc between data sets
are attributable to the less hydrostatic media used:
Fluorinert19,20,22 and Daphne oil.21

The paramagnetic !PM"-HO transition temperature T0 was
determined via electrical-resistivity measurements on a small
piece of the URu2Si2 crystal. The P dependence of the #!T"
data is shown in Fig. 3. The anomaly takes the form of a
peak-trough structure with a sharp local minimum, by which
T0 is defined; the magnitude of !#

!T is exhibited in Fig. 3!b".
Applied pressure enhances T0, which has a linear P depen-
dence, and reduces #!T0", although the width $T0 of the
transition, from minimum to maximum, decreases only
slightly. These properties are all consistent with previous
studies. Below 10 K, #!T" is best described by a power law
with exponent approximately 1.7. In some recent studies,
#!T" data have also shown anomalies at the pressure induced
HO-AFM transition at Tx, although their magnitudes, or even
detectable presence, are sample dependent.24 These anoma-
lies are changes in slope most easily identified as secondary
peaks in !#

!T at temperatures less than T0.23,24 In the present
study, the systematic evolution of such features is absent in
two important P ranges: at 0.92 and 1.10 GPa, where they
would be expected based on the neutron-diffraction data !cf.
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Fig. 4!, and from 0.52 to 1.10 GPa, where they would be
expected if Tx matched previous studies.21–24 At 0.75 GPa, an
extra anomaly in !!

!T at 15 K is attributable to the loss of
hydrostaticity in a leaking cell just prior to failure. If this
anomaly really reflected the onset of AFM order, it should
also appear at higher P, but it is conspicuously absent.

A P-T phase diagram based on the m"T! and !"T! data is
presented in Fig. 4. Following Refs. 20 and 21, the HO-AFM
phase boundary Tx is defined where 50% of the full moment

is observed, while the error bars indicate where m"T! is 90%
of its full value. Due to the high-T tails in m"T! "Fig. 1! a
10% criterion is not directly associable with the onset of
long-range order and is not shown. This phase boundary has
a linear slope

!Tx

!P =58 K GPa−1, extrapolating to 0.78"5!
GPa. The T0 boundary, with error bars indicating "T0, is also
linear with a slope

!T0

!P =1.3 K GPa−1. The T0 boundary
seems robust between different reports, and in fact our T0
line agrees very well with that of Ref. 23. The T0 and Tx lines
extrapolate to an intersection at "1.1 GPa, 19 K!, but based
on most previous reports, the Tx boundary actually curves
and meets T0 at about 1.5 GPa. This could not be directly
confirmed in the present study because of the 1 GPa limit of
the pressure cell.

A comparison of the Tx boundary determined from our
data to previous reports shows clearly that it occurs at sig-
nificantly higher pressure in He. As shown in Fig. 4, the
other reported transitions occur between 0.5 and 0.7 GPa,
with the obvious exception of the data taken in He by Bour-
darot et al.,19 which show no moment up to 0.5 GPa. These
studies represent a variety of probes of the structural22–24 and
magnetic19–22 lattices. It is important to note that the dissi-
militude between the various reported phase boundaries is
not primarily due to sample dependence or measurement
technique. The HO-AFM transitions determined via thermal
expansion and Larmor diffraction have been shown to match
those defined using neutron-diffraction data.22,33 As already
noted, it has also been demonstrated that for the same
sample, the choice of pressure medium causes a pronounced
variation in the AFM onset.19,21 The higher value of Pc de-
termined in our study is thus attributable inherently to better
hydrostatic conditions.

There are several implications of the redefined phase
boundary. Although it has already been established that the
HO-AFM and PM-HO boundaries meet at a multicritical
point, it has been identified at three different pressures: 0.9
GPa,22 1.09 GPa,24 and 1.3 GPa.23 From our measurements
in He, it is clear that these boundaries actually meet at P
#1.02 GPa. Moreover, given the known reduction in

!Tx

!P at
higher P, an intersection between 1.3 and 1.5 GPa is most
likely. The higher value of Pc also implies that bulk SC
meets the HO-AFM boundary at 0 K. This is illustrated in
Fig. 4 using the SC 10% !"T! transition from Ref. 27 as an
indicator of bulk SC, which tracks well data at lower P from
bulk probes: specific heat23 and magnetic susceptibility.21

The main difference in a hydrostatic environment is that Tc is
suppressed continuously to 0 K and does not intersect the
HO-AFM boundary at finite T, as it does in less hydrostatic
pressure media.21,23 Thus, the reported P-driven discontinu-
ous SC phase transition21,23 is not intrinsic but likely due to
the premature onset of AFM order arising from a nonhydro-
static environment.

Most tantalizingly, the end point of the SC phase bound-
ary extrapolates to Pc, which suggests that the SC pairing
energy scale goes to zero exactly at the onset of long-range
AFM. The abruptness of the low-T onset of m"P! appears to
exclude a scenario where SC arises due to AFM critical fluc-
tuations. However, it is tempting to speculate that the "100!
AFM magnetic fluctuation spectrum, which has been shown
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associated with the AFM transition at Tx.
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redefined Tx suggests that SC and AFM phases meet at 0 K.
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Fig. 4!, and from 0.52 to 1.10 GPa, where they would be
expected if Tx matched previous studies.21–24 At 0.75 GPa, an
extra anomaly in !!

!T at 15 K is attributable to the loss of
hydrostaticity in a leaking cell just prior to failure. If this
anomaly really reflected the onset of AFM order, it should
also appear at higher P, but it is conspicuously absent.

A P-T phase diagram based on the m"T! and !"T! data is
presented in Fig. 4. Following Refs. 20 and 21, the HO-AFM
phase boundary Tx is defined where 50% of the full moment

is observed, while the error bars indicate where m"T! is 90%
of its full value. Due to the high-T tails in m"T! "Fig. 1! a
10% criterion is not directly associable with the onset of
long-range order and is not shown. This phase boundary has
a linear slope

!Tx

!P =58 K GPa−1, extrapolating to 0.78"5!
GPa. The T0 boundary, with error bars indicating "T0, is also
linear with a slope

!T0

!P =1.3 K GPa−1. The T0 boundary
seems robust between different reports, and in fact our T0
line agrees very well with that of Ref. 23. The T0 and Tx lines
extrapolate to an intersection at "1.1 GPa, 19 K!, but based
on most previous reports, the Tx boundary actually curves
and meets T0 at about 1.5 GPa. This could not be directly
confirmed in the present study because of the 1 GPa limit of
the pressure cell.

A comparison of the Tx boundary determined from our
data to previous reports shows clearly that it occurs at sig-
nificantly higher pressure in He. As shown in Fig. 4, the
other reported transitions occur between 0.5 and 0.7 GPa,
with the obvious exception of the data taken in He by Bour-
darot et al.,19 which show no moment up to 0.5 GPa. These
studies represent a variety of probes of the structural22–24 and
magnetic19–22 lattices. It is important to note that the dissi-
militude between the various reported phase boundaries is
not primarily due to sample dependence or measurement
technique. The HO-AFM transitions determined via thermal
expansion and Larmor diffraction have been shown to match
those defined using neutron-diffraction data.22,33 As already
noted, it has also been demonstrated that for the same
sample, the choice of pressure medium causes a pronounced
variation in the AFM onset.19,21 The higher value of Pc de-
termined in our study is thus attributable inherently to better
hydrostatic conditions.

There are several implications of the redefined phase
boundary. Although it has already been established that the
HO-AFM and PM-HO boundaries meet at a multicritical
point, it has been identified at three different pressures: 0.9
GPa,22 1.09 GPa,24 and 1.3 GPa.23 From our measurements
in He, it is clear that these boundaries actually meet at P
#1.02 GPa. Moreover, given the known reduction in

!Tx

!P at
higher P, an intersection between 1.3 and 1.5 GPa is most
likely. The higher value of Pc also implies that bulk SC
meets the HO-AFM boundary at 0 K. This is illustrated in
Fig. 4 using the SC 10% !"T! transition from Ref. 27 as an
indicator of bulk SC, which tracks well data at lower P from
bulk probes: specific heat23 and magnetic susceptibility.21

The main difference in a hydrostatic environment is that Tc is
suppressed continuously to 0 K and does not intersect the
HO-AFM boundary at finite T, as it does in less hydrostatic
pressure media.21,23 Thus, the reported P-driven discontinu-
ous SC phase transition21,23 is not intrinsic but likely due to
the premature onset of AFM order arising from a nonhydro-
static environment.

Most tantalizingly, the end point of the SC phase bound-
ary extrapolates to Pc, which suggests that the SC pairing
energy scale goes to zero exactly at the onset of long-range
AFM. The abruptness of the low-T onset of m"P! appears to
exclude a scenario where SC arises due to AFM critical fluc-
tuations. However, it is tempting to speculate that the "100!
AFM magnetic fluctuation spectrum, which has been shown
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associated with the AFM transition at Tx.
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data; the error bar represents "T0. Tx is defined where m"T! reaches
half of its full value, the vertical error bar 90%. The horizontal error
bar represents a 5% uncertainty in P. A comparison to published
data shows that the value of the AFM critical pressure Pc is sub-
stantially higher under hydrostatic conditions "Refs. 19–24!. The
redefined Tx suggests that SC and AFM phases meet at 0 K.
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FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
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FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g
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= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c
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.

To obtain a lower bound for the anistropy, we plot g
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(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a
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=
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2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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netic moment), Kondo singlets can be considered the re-
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rity and conduction electron states expanded as partial
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FIG. 3: a, Schematic showing the polarization of a parabolic
band caused by Zeeman splitting 2h resulting in the depopu-
lation of the minority spin component above a characteristic
field Hp defined in Eqn (1), b, Polar plot of the measured
�-dependent e⇥ective g-factor in URu2Si2 [18, 30] (black cir-
cles) together with a fit to g⇤ = gz cos � (black circle), where
gz = 2.6 (assuming the pseudospin convention of 1

2 ), and its
comparison with an isotropic g = 2 (red circle). c, Schematic
of the field-dependent cross-sectional areas of the up and
down-spin components for a Fermi surface consisting of a sin-
gle pocket, together with the ‘back projected’ quantum oscil-
lation frequency before F and after F +�F polarization. d,
The same schematic in which the frequency change �F 0 re-
sulting from polarization is weaker due to additional pockets
acting as a thermal reservoir.

made complicated by the spin dependence of the e⇥ective
mass [31, 32], URu2Si2 proves to be a simple exception.
16 spin zeroes are observed in the angle-dependent am-
plitude on rotating ⌃ [18], enabling the angle-dependence
of g⇤ to be mapped to greater detail than in any other
known material [29]. Each spin zero corresponds to an
odd integer value of the product m⇤g⇤/me (where me

is the free electron mass) at which the contributions of
two spin components destructively interfere. On plot-
ting the ⌃-dependence of g⇤ obtained after dividing this
product by the ⌃-dependent e⇥ective mass, g⇤ can be
seen to be extremely anisotropic compared to that g ⌅ 2
of ordinary free electrons. Such anisotropy implies that
the spin quantum numbers of the local 5f2 moments in
URu2Si2 are incorporated into the Fermi surface [30].
While g⇤ ⌅ 0 when H lies in the planes, reflecting the
vanishing Pauli susceptibility at that orientation, it rises
to a large value g⇤ ⌅ 2.6 when H is aligned along the
c-axis (as in the current experiment) causing spin polar-
ization to become a significant factor. In Fig. 1b we use
g⇤ ⌅ 2.6 to estimate the field

µ0Hp =
2Fme

m⇤g⇤
(1)

at which each pocket is expected to become spin polar-
ized. On comparing these values with the average inverse
applied magnetic field 1/(1/H), the frequency shifts tak-
ing place on entering magnetoresistance regimes IB and
IC can be seen to be correlated with the respective po-
larization of ⇤ and ⇥ (with ⇧ already being polarized for
µ0H ⇧ 11 T). Uncertainty in our estimated Hp values

originates from the experimental error in m⇤ and non-
linarities in the magnetization � the latter becoming rel-
evant above ⇤ 30 T [25, 26]. The observation of spin
zeroes in URu2Si2 [18] implies that the Zeeman splitting
is very linear (i.e. exhibiting spin-independent masses)
for H . 20 T.

To understand the shifts in frequency, we turn to the
schematics in Figs. 3c and d. For H < Hp, the field-
dependent Zeeman split pocket areas (Fig. 3c) yield a
‘back projected’ constant frequency of F = ( ~

2⇡e )A0,
where A0 is the area at H = 0, and a spin damping
factor Rs = cos(⇡m

⇤g⇤

2me
) [29] resulting from the relative

shift in phase between spin-up and -down quantum os-
cillations. Once H > Hp, however, the areas no longer
change with field, giving rise to a ‘back projected’ fre-
quency of F+�F ⌅ 3

⌥
4F that is shifted from its original

value. Here, we assume ellipsoidal pockets whose k-space
volumes for a single spin are double those for two spins.

The combined thermal mass (i.e. the Sommerfeld co-
e⇧cient) of multiple pockets in URu2Si2 will act as a
charge reservoir, causing the frequency shift to be re-
duced. The size of the reduction is approximately given
by the ratio �iP

i �i
of the thermal mass ⇤i ⌃ n

⌥
Fm⇤ of

the pocket undergoing polarization to the total thermal
mass

P
i ⇤i of all pockets (i = �, ⇥, ⇤, ⇧ and ⌅). Hence

�F 0 ⇤ �F ⇥
� �iP

i �i

�
. An inevitable consequence of the

minority spin being depopulated at Hp is that the chem-
ical potential must become field-dependent in order to
maintain charge neutrality, causing a shift in the back-
projected frequency of all pockets [28] � the sign of the
shift being opposite for opposing carrier types (i.e. � and
⇥ shift in opposite directions consistent with band pre-
dictions [11]). If we assume that all pockets occur once
in the Brillouin zone such that n = 1, with the exception
of ⇥ for which n = 4 [11, 24], we obtain �F 0 ⇤ 20 T and
150 T for the polarization of the ⇤ and ⇥ pockets respec-
tively. We can now understand why the second frequency
shift (between IB and IC) involving the ⇥ pocket polar-
ization is larger than the first (between IA and IB) in
Fig. 2� the ⇥ pocket represents a significantly greater
fraction of the total density-of-states.

While the non-linear magnetic susceptibility at fields
above ⌅ 30 T [25, 26] likely invalidates the simple form
assumed in Eqn (1) within that regime, the irregular ap-
pearance of the waveform and significant changes in the
Hall e⇥ect [27] suggest that �, ⌅ or both become polar-
ized in region ID. It is therefore likely that the polar-
ization of the majority of the Fermi surface precedes the
destruction of the HO phase I at ⌅ 35 T [26]. Finally,
in Fig. 4 we turn to the oscillatory structures obtained
within phases V and III on rising and falling magnetic
field � the hysteresis (see Fig. 1a) [4] causing the field
interval within each phase to become dependent on the
field sweep direction. The spacing in 1/H between con-
secutive oscillations corresponds to dominant frequencies
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lation of the minority spin component above a characteristic
field Hp defined in Eqn (1), b, Polar plot of the measured
�-dependent e⇥ective g-factor in URu2Si2 [18, 30] (black cir-
cles) together with a fit to g⇤ = gz cos � (black circle), where
gz = 2.6 (assuming the pseudospin convention of 1

2 ), and its
comparison with an isotropic g = 2 (red circle). c, Schematic
of the field-dependent cross-sectional areas of the up and
down-spin components for a Fermi surface consisting of a sin-
gle pocket, together with the ‘back projected’ quantum oscil-
lation frequency before F and after F +�F polarization. d,
The same schematic in which the frequency change �F 0 re-
sulting from polarization is weaker due to additional pockets
acting as a thermal reservoir.

made complicated by the spin dependence of the e⇥ective
mass [31, 32], URu2Si2 proves to be a simple exception.
16 spin zeroes are observed in the angle-dependent am-
plitude on rotating ⌃ [18], enabling the angle-dependence
of g⇤ to be mapped to greater detail than in any other
known material [29]. Each spin zero corresponds to an
odd integer value of the product m⇤g⇤/me (where me

is the free electron mass) at which the contributions of
two spin components destructively interfere. On plot-
ting the ⌃-dependence of g⇤ obtained after dividing this
product by the ⌃-dependent e⇥ective mass, g⇤ can be
seen to be extremely anisotropic compared to that g ⌅ 2
of ordinary free electrons. Such anisotropy implies that
the spin quantum numbers of the local 5f2 moments in
URu2Si2 are incorporated into the Fermi surface [30].
While g⇤ ⌅ 0 when H lies in the planes, reflecting the
vanishing Pauli susceptibility at that orientation, it rises
to a large value g⇤ ⌅ 2.6 when H is aligned along the
c-axis (as in the current experiment) causing spin polar-
ization to become a significant factor. In Fig. 1b we use
g⇤ ⌅ 2.6 to estimate the field
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ized. On comparing these values with the average inverse
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ing place on entering magnetoresistance regimes IB and
IC can be seen to be correlated with the respective po-
larization of ⇤ and ⇥ (with ⇧ already being polarized for
µ0H ⇧ 11 T). Uncertainty in our estimated Hp values

originates from the experimental error in m⇤ and non-
linarities in the magnetization � the latter becoming rel-
evant above ⇤ 30 T [25, 26]. The observation of spin
zeroes in URu2Si2 [18] implies that the Zeeman splitting
is very linear (i.e. exhibiting spin-independent masses)
for H . 20 T.

To understand the shifts in frequency, we turn to the
schematics in Figs. 3c and d. For H < Hp, the field-
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projected frequency of all pockets [28] � the sign of the
shift being opposite for opposing carrier types (i.e. � and
⇥ shift in opposite directions consistent with band pre-
dictions [11]). If we assume that all pockets occur once
in the Brillouin zone such that n = 1, with the exception
of ⇥ for which n = 4 [11, 24], we obtain �F 0 ⇤ 20 T and
150 T for the polarization of the ⇤ and ⇥ pockets respec-
tively. We can now understand why the second frequency
shift (between IB and IC) involving the ⇥ pocket polar-
ization is larger than the first (between IA and IB) in
Fig. 2� the ⇥ pocket represents a significantly greater
fraction of the total density-of-states.

While the non-linear magnetic susceptibility at fields
above ⌅ 30 T [25, 26] likely invalidates the simple form
assumed in Eqn (1) within that regime, the irregular ap-
pearance of the waveform and significant changes in the
Hall e⇥ect [27] suggest that �, ⌅ or both become polar-
ized in region ID. It is therefore likely that the polar-
ization of the majority of the Fermi surface precedes the
destruction of the HO phase I at ⌅ 35 T [26]. Finally,
in Fig. 4 we turn to the oscillatory structures obtained
within phases V and III on rising and falling magnetic
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lation frequency before F and after F +�F polarization. d,
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sulting from polarization is weaker due to additional pockets
acting as a thermal reservoir.

made complicated by the spin dependence of the e⇥ective
mass [31, 32], URu2Si2 proves to be a simple exception.
16 spin zeroes are observed in the angle-dependent am-
plitude on rotating ⌃ [18], enabling the angle-dependence
of g⇤ to be mapped to greater detail than in any other
known material [29]. Each spin zero corresponds to an
odd integer value of the product m⇤g⇤/me (where me

is the free electron mass) at which the contributions of
two spin components destructively interfere. On plot-
ting the ⌃-dependence of g⇤ obtained after dividing this
product by the ⌃-dependent e⇥ective mass, g⇤ can be
seen to be extremely anisotropic compared to that g ⌅ 2
of ordinary free electrons. Such anisotropy implies that
the spin quantum numbers of the local 5f2 moments in
URu2Si2 are incorporated into the Fermi surface [30].
While g⇤ ⌅ 0 when H lies in the planes, reflecting the
vanishing Pauli susceptibility at that orientation, it rises
to a large value g⇤ ⌅ 2.6 when H is aligned along the
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ization to become a significant factor. In Fig. 1b we use
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ing place on entering magnetoresistance regimes IB and
IC can be seen to be correlated with the respective po-
larization of ⇤ and ⇥ (with ⇧ already being polarized for
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zeroes in URu2Si2 [18] implies that the Zeeman splitting
is very linear (i.e. exhibiting spin-independent masses)
for H . 20 T.

To understand the shifts in frequency, we turn to the
schematics in Figs. 3c and d. For H < Hp, the field-
dependent Zeeman split pocket areas (Fig. 3c) yield a
‘back projected’ constant frequency of F = ( ~

2⇡e )A0,
where A0 is the area at H = 0, and a spin damping
factor Rs = cos(⇡m

⇤g⇤

2me
) [29] resulting from the relative

shift in phase between spin-up and -down quantum os-
cillations. Once H > Hp, however, the areas no longer
change with field, giving rise to a ‘back projected’ fre-
quency of F+�F ⌅ 3

⌥
4F that is shifted from its original

value. Here, we assume ellipsoidal pockets whose k-space
volumes for a single spin are double those for two spins.

The combined thermal mass (i.e. the Sommerfeld co-
e⇧cient) of multiple pockets in URu2Si2 will act as a
charge reservoir, causing the frequency shift to be re-
duced. The size of the reduction is approximately given
by the ratio �iP

i �i
of the thermal mass ⇤i ⌃ n

⌥
Fm⇤ of

the pocket undergoing polarization to the total thermal
mass

P
i ⇤i of all pockets (i = �, ⇥, ⇤, ⇧ and ⌅). Hence

�F 0 ⇤ �F ⇥
� �iP

i �i

�
. An inevitable consequence of the

minority spin being depopulated at Hp is that the chem-
ical potential must become field-dependent in order to
maintain charge neutrality, causing a shift in the back-
projected frequency of all pockets [28] � the sign of the
shift being opposite for opposing carrier types (i.e. � and
⇥ shift in opposite directions consistent with band pre-
dictions [11]). If we assume that all pockets occur once
in the Brillouin zone such that n = 1, with the exception
of ⇥ for which n = 4 [11, 24], we obtain �F 0 ⇤ 20 T and
150 T for the polarization of the ⇤ and ⇥ pockets respec-
tively. We can now understand why the second frequency
shift (between IB and IC) involving the ⇥ pocket polar-
ization is larger than the first (between IA and IB) in
Fig. 2� the ⇥ pocket represents a significantly greater
fraction of the total density-of-states.

While the non-linear magnetic susceptibility at fields
above ⌅ 30 T [25, 26] likely invalidates the simple form
assumed in Eqn (1) within that regime, the irregular ap-
pearance of the waveform and significant changes in the
Hall e⇥ect [27] suggest that �, ⌅ or both become polar-
ized in region ID. It is therefore likely that the polar-
ization of the majority of the Fermi surface precedes the
destruction of the HO phase I at ⌅ 35 T [26]. Finally,
in Fig. 4 we turn to the oscillatory structures obtained
within phases V and III on rising and falling magnetic
field � the hysteresis (see Fig. 1a) [4] causing the field
interval within each phase to become dependent on the
field sweep direction. The spacing in 1/H between con-
secutive oscillations corresponds to dominant frequencies
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FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ

2
B
2

(g2
a

cos ✓, 0, g2
c

sin ✓)H alongH =
H(cos ✓, 0, sin ✓) [where ⇢ is the electronic density-of-

states], setting M · Ĥ = ⇢
µBg

⇤
eff

2

H defines an e↵ective
g-factor

g⇤
e↵

=
q

g2
c

sin2 ✓ + g2
a

cos2 ✓ (3)

that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c

�a
=

�
gc

ga

�
2

.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a

�b
=

�
gc

ga

�
2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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Superconducting pairs with extreme uniaxial anisotropy in URu2Si2
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We report measurements of the upper critical field on high quality single crystals of URu2Si2 and
find the e↵ective g-factor estimated from the Pauli limit to agree remarkably well with that found in
quantum oscillation experiments, both quantitatively and in the extreme anisotropy (⇡ 103) of the
quasiparticle spin susceptibility implied. These findings not only establish the unexpected integrity
of robust fermion particles subject to pairing in a heavy fermion superconductor, but also indicate
the quasiparticles to originate from a Kondo lattice of non Kramers doublets. The implications for
momentum-space versus local pairing are discussed.

The resolution of distinct fermion particles is a crucial
factor in identifying the mechanisms of pairing in super-
fluids [1, 2] and conventional superconductors [3]. Yet,
such a situation is far from realized in unconventional
superconductors in proximity to magnetism [4–7]. While
experiments establish heavy fermion behavior in numer-
ous materials [8], a clear experimental demonstration of
twofold spin degenerate quasiparticles in keeping with
conventional notions of momentum-space pairing [9–11]
has not been made. Of particular interest are uranium-
based superconductors, where the large orbital degen-
eracy of the magnetic degrees of freedom to which the
conduction electrons are coupled is believed to be split
into low energy singlets or non Kramers doublets in the
crystalline environment [12–18].

Here we probe the origin of the superconducting state
in URu

2

Si
2

by measuring the upper critical field in high
quality single crystals. Rather than fitting directly to a
model [19], we compare the estimated e↵ective g-factor
of the paired quasiparticles determined using the Pauli
limit [20] against that of the unpaired quasiparticles de-
termined from spin zeroes in magnetic quantum oscil-
lation experiments [21, 22]. We find the two to be in
excellent quantitative agreement over a broad range of
angles, establishing URu

2

Si
2

as an ideal example of a
Pauli limited heavy fermion system akin to that in cold
atomic gases [2]. In doing so we uncover a large e↵ective
g-factor with an extreme uniaxial anisotropy, indicating
the internal orbital structure of the paired fermions to be
determined entirely by local 5f moments � in this case
a Kondo lattice of non Kramers doublets. We consider
the possibility of a distinctly local origin for the super-
conductivity in URu

2

Si
2

[11, 13, 23].

Whereas the magnetic response of heavy fermion com-
pounds is typically described in terms of a bulk suscep-
tibility combining several contributions [8], the heavy
fermion state itself is defined in terms of the spin sus-
ceptibility � / g⇤2

e↵

of itinerant quasiparicles. For conve-
nience, we consider these as pseudospin � = ± 1

2

quasi-
particles with an e↵ective g-factor g⇤

e↵

, through which we
make no prior assumption concerning the angular mo-

mentum quantum numbers. Provided these quasipar-
ticles are twofold degenerate and retain their internal
structure on pairing, we can refer to Clogston’s expres-
sion [20]

µ
0

H
p

=
2�p

2 µ
B

g⇤
e↵

(1)

for the Pauli-limited upper critical field, where 2� is the
superconducting gap (⇡ 0.58 meV in URu

2

Si
2

[24]), µ
0

is
the permeability of free space and µ

B

is the Bohr magne-
ton. Figure 1a shows the upper critical field of URu

2

Si
2

measured on samples with a large residual resistivity ra-
tio (RRR ⇡ 400 [21]).
In the case of unpaired quasiparticles in a magnetic

field, the same g⇤
e↵

introduces a phase di↵erence between
magnetic quantum oscillations originating from spin split
Fermi surface sheets. Again, provided the quasiparticles
are twofold degenerate at zero field and have e↵ective
masses m⇤ that are independent of spin, the quantum
oscillation amplitude is modified by a simple interference
term [25]

R
spin

= cos


⇡g⇤

e↵

2

✓
m⇤

m
e

◆�
(2)

where m
e

is the mass of the free electron. An anisotropy
in g⇤

e↵

causes the argument of his term to become mag-
netic field orientation-dependent, causing the amplitude
to oscillate with angle ✓ (a schematic representation of
measured data being shown in Fig. 1b), passing through
a ‘spin zero’ each time g⇤

e↵

(m⇤/m
e

) is an odd integer.
A total of 16 spin zeroes are observed on rotating the
direction of the field from Hk[100] to Hk[001] [22].
We find here that by making these rather simple as-

sumptions [implicit in equations (1) and (2)], the esti-
mates for g⇤

e↵

(shown in Fig. 2) made using two indepen-
dent methods are quantitatively consistent over a broad
angular range. The comparability of these estimates is
essential for establishing the integrity of the quasiparti-
cles and showing that the superconducting critical field
of URu

2

Si
2

corresponds to that of a Pauli limited paired

2

FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ

2
B
2

(g2
a

cos ✓, 0, g2
c

sin ✓)H alongH =
H(cos ✓, 0, sin ✓) [where ⇢ is the electronic density-of-

states], setting M · Ĥ = ⇢
µBg

⇤
eff

2

H defines an e↵ective
g-factor

g⇤
e↵

=
q

g2
c

sin2 ✓ + g2
a

cos2 ✓ (3)

that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c

�a
=

�
gc

ga

�
2

.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a

�b
=

�
gc

ga

�
2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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We report measurements of the upper critical field on high quality single crystals of URu2Si2 and
find the e↵ective g-factor estimated from the Pauli limit to agree remarkably well with that found in
quantum oscillation experiments, both quantitatively and in the extreme anisotropy (⇡ 103) of the
quasiparticle spin susceptibility implied. These findings not only establish the unexpected integrity
of robust fermion particles subject to pairing in a heavy fermion superconductor, but also indicate
the quasiparticles to originate from a Kondo lattice of non Kramers doublets. The implications for
momentum-space versus local pairing are discussed.

The resolution of distinct fermion particles is a crucial
factor in identifying the mechanisms of pairing in super-
fluids [1, 2] and conventional superconductors [3]. Yet,
such a situation is far from realized in unconventional
superconductors in proximity to magnetism [4–7]. While
experiments establish heavy fermion behavior in numer-
ous materials [8], a clear experimental demonstration of
twofold spin degenerate quasiparticles in keeping with
conventional notions of momentum-space pairing [9–11]
has not been made. Of particular interest are uranium-
based superconductors, where the large orbital degen-
eracy of the magnetic degrees of freedom to which the
conduction electrons are coupled is believed to be split
into low energy singlets or non Kramers doublets in the
crystalline environment [12–18].

Here we probe the origin of the superconducting state
in URu

2

Si
2

by measuring the upper critical field in high
quality single crystals. Rather than fitting directly to a
model [19], we compare the estimated e↵ective g-factor
of the paired quasiparticles determined using the Pauli
limit [20] against that of the unpaired quasiparticles de-
termined from spin zeroes in magnetic quantum oscil-
lation experiments [21, 22]. We find the two to be in
excellent quantitative agreement over a broad range of
angles, establishing URu

2

Si
2

as an ideal example of a
Pauli limited heavy fermion system akin to that in cold
atomic gases [2]. In doing so we uncover a large e↵ective
g-factor with an extreme uniaxial anisotropy, indicating
the internal orbital structure of the paired fermions to be
determined entirely by local 5f moments � in this case
a Kondo lattice of non Kramers doublets. We consider
the possibility of a distinctly local origin for the super-
conductivity in URu

2

Si
2

[11, 13, 23].

Whereas the magnetic response of heavy fermion com-
pounds is typically described in terms of a bulk suscep-
tibility combining several contributions [8], the heavy
fermion state itself is defined in terms of the spin sus-
ceptibility � / g⇤2

e↵

of itinerant quasiparicles. For conve-
nience, we consider these as pseudospin � = ± 1

2

quasi-
particles with an e↵ective g-factor g⇤

e↵

, through which we
make no prior assumption concerning the angular mo-

mentum quantum numbers. Provided these quasipar-
ticles are twofold degenerate and retain their internal
structure on pairing, we can refer to Clogston’s expres-
sion [20]
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for the Pauli-limited upper critical field, where 2� is the
superconducting gap (⇡ 0.58 meV in URu
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2

[24]), µ
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is
the permeability of free space and µ

B

is the Bohr magne-
ton. Figure 1a shows the upper critical field of URu

2

Si
2

measured on samples with a large residual resistivity ra-
tio (RRR ⇡ 400 [21]).
In the case of unpaired quasiparticles in a magnetic

field, the same g⇤
e↵

introduces a phase di↵erence between
magnetic quantum oscillations originating from spin split
Fermi surface sheets. Again, provided the quasiparticles
are twofold degenerate at zero field and have e↵ective
masses m⇤ that are independent of spin, the quantum
oscillation amplitude is modified by a simple interference
term [25]
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where m
e

is the mass of the free electron. An anisotropy
in g⇤

e↵

causes the argument of his term to become mag-
netic field orientation-dependent, causing the amplitude
to oscillate with angle ✓ (a schematic representation of
measured data being shown in Fig. 1b), passing through
a ‘spin zero’ each time g⇤

e↵

(m⇤/m
e

) is an odd integer.
A total of 16 spin zeroes are observed on rotating the
direction of the field from Hk[100] to Hk[001] [22].
We find here that by making these rather simple as-

sumptions [implicit in equations (1) and (2)], the esti-
mates for g⇤

e↵

(shown in Fig. 2) made using two indepen-
dent methods are quantitatively consistent over a broad
angular range. The comparability of these estimates is
essential for establishing the integrity of the quasiparti-
cles and showing that the superconducting critical field
of URu

2

Si
2

corresponds to that of a Pauli limited paired

2

FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
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that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g
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= 2.65 ± 0.05 and g
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= 0.0 ± 0.1, implying
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To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a
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=
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made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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We report measurements of the upper critical field on high quality single crystals of URu2Si2 and
find the e↵ective g-factor estimated from the Pauli limit to agree remarkably well with that found in
quantum oscillation experiments, both quantitatively and in the extreme anisotropy (⇡ 103) of the
quasiparticle spin susceptibility implied. These findings not only establish the unexpected integrity
of robust fermion particles subject to pairing in a heavy fermion superconductor, but also indicate
the quasiparticles to originate from a Kondo lattice of non Kramers doublets. The implications for
momentum-space versus local pairing are discussed.

The resolution of distinct fermion particles is a crucial
factor in identifying the mechanisms of pairing in super-
fluids [1, 2] and conventional superconductors [3]. Yet,
such a situation is far from realized in unconventional
superconductors in proximity to magnetism [4–7]. While
experiments establish heavy fermion behavior in numer-
ous materials [8], a clear experimental demonstration of
twofold spin degenerate quasiparticles in keeping with
conventional notions of momentum-space pairing [9–11]
has not been made. Of particular interest are uranium-
based superconductors, where the large orbital degen-
eracy of the magnetic degrees of freedom to which the
conduction electrons are coupled is believed to be split
into low energy singlets or non Kramers doublets in the
crystalline environment [12–18].

Here we probe the origin of the superconducting state
in URu

2

Si
2

by measuring the upper critical field in high
quality single crystals. Rather than fitting directly to a
model [19], we compare the estimated e↵ective g-factor
of the paired quasiparticles determined using the Pauli
limit [20] against that of the unpaired quasiparticles de-
termined from spin zeroes in magnetic quantum oscil-
lation experiments [21, 22]. We find the two to be in
excellent quantitative agreement over a broad range of
angles, establishing URu

2

Si
2

as an ideal example of a
Pauli limited heavy fermion system akin to that in cold
atomic gases [2]. In doing so we uncover a large e↵ective
g-factor with an extreme uniaxial anisotropy, indicating
the internal orbital structure of the paired fermions to be
determined entirely by local 5f moments � in this case
a Kondo lattice of non Kramers doublets. We consider
the possibility of a distinctly local origin for the super-
conductivity in URu

2

Si
2

[11, 13, 23].

Whereas the magnetic response of heavy fermion com-
pounds is typically described in terms of a bulk suscep-
tibility combining several contributions [8], the heavy
fermion state itself is defined in terms of the spin sus-
ceptibility � / g⇤2

e↵

of itinerant quasiparicles. For conve-
nience, we consider these as pseudospin � = ± 1

2

quasi-
particles with an e↵ective g-factor g⇤

e↵

, through which we
make no prior assumption concerning the angular mo-

mentum quantum numbers. Provided these quasipar-
ticles are twofold degenerate and retain their internal
structure on pairing, we can refer to Clogston’s expres-
sion [20]

µ
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H
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=
2�p

2 µ
B

g⇤
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for the Pauli-limited upper critical field, where 2� is the
superconducting gap (⇡ 0.58 meV in URu

2

Si
2

[24]), µ
0

is
the permeability of free space and µ

B

is the Bohr magne-
ton. Figure 1a shows the upper critical field of URu

2

Si
2

measured on samples with a large residual resistivity ra-
tio (RRR ⇡ 400 [21]).
In the case of unpaired quasiparticles in a magnetic

field, the same g⇤
e↵

introduces a phase di↵erence between
magnetic quantum oscillations originating from spin split
Fermi surface sheets. Again, provided the quasiparticles
are twofold degenerate at zero field and have e↵ective
masses m⇤ that are independent of spin, the quantum
oscillation amplitude is modified by a simple interference
term [25]
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m
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where m
e

is the mass of the free electron. An anisotropy
in g⇤

e↵

causes the argument of his term to become mag-
netic field orientation-dependent, causing the amplitude
to oscillate with angle ✓ (a schematic representation of
measured data being shown in Fig. 1b), passing through
a ‘spin zero’ each time g⇤

e↵

(m⇤/m
e

) is an odd integer.
A total of 16 spin zeroes are observed on rotating the
direction of the field from Hk[100] to Hk[001] [22].
We find here that by making these rather simple as-

sumptions [implicit in equations (1) and (2)], the esti-
mates for g⇤

e↵

(shown in Fig. 2) made using two indepen-
dent methods are quantitatively consistent over a broad
angular range. The comparability of these estimates is
essential for establishing the integrity of the quasiparti-
cles and showing that the superconducting critical field
of URu

2

Si
2

corresponds to that of a Pauli limited paired

2

FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ

2
B
2

(g2
a

cos ✓, 0, g2
c

sin ✓)H alongH =
H(cos ✓, 0, sin ✓) [where ⇢ is the electronic density-of-

states], setting M · Ĥ = ⇢
µBg

⇤
eff

2

H defines an e↵ective
g-factor

g⇤
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=
q

g2
c

sin2 ✓ + g2
a

cos2 ✓ (3)

that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c

�a
=

�
gc

ga

�
2

.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a

�b
=

�
gc

ga

�
2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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We report measurements of the upper critical field on high quality single crystals of URu2Si2 and
find the e↵ective g-factor estimated from the Pauli limit to agree remarkably well with that found in
quantum oscillation experiments, both quantitatively and in the extreme anisotropy (⇡ 103) of the
quasiparticle spin susceptibility implied. These findings not only establish the unexpected integrity
of robust fermion particles subject to pairing in a heavy fermion superconductor, but also indicate
the quasiparticles to originate from a Kondo lattice of non Kramers doublets. The implications for
momentum-space versus local pairing are discussed.

The resolution of distinct fermion particles is a crucial
factor in identifying the mechanisms of pairing in super-
fluids [1, 2] and conventional superconductors [3]. Yet,
such a situation is far from realized in unconventional
superconductors in proximity to magnetism [4–7]. While
experiments establish heavy fermion behavior in numer-
ous materials [8], a clear experimental demonstration of
twofold spin degenerate quasiparticles in keeping with
conventional notions of momentum-space pairing [9–11]
has not been made. Of particular interest are uranium-
based superconductors, where the large orbital degen-
eracy of the magnetic degrees of freedom to which the
conduction electrons are coupled is believed to be split
into low energy singlets or non Kramers doublets in the
crystalline environment [12–18].

Here we probe the origin of the superconducting state
in URu

2

Si
2

by measuring the upper critical field in high
quality single crystals. Rather than fitting directly to a
model [19], we compare the estimated e↵ective g-factor
of the paired quasiparticles determined using the Pauli
limit [20] against that of the unpaired quasiparticles de-
termined from spin zeroes in magnetic quantum oscil-
lation experiments [21, 22]. We find the two to be in
excellent quantitative agreement over a broad range of
angles, establishing URu

2

Si
2

as an ideal example of a
Pauli limited heavy fermion system akin to that in cold
atomic gases [2]. In doing so we uncover a large e↵ective
g-factor with an extreme uniaxial anisotropy, indicating
the internal orbital structure of the paired fermions to be
determined entirely by local 5f moments � in this case
a Kondo lattice of non Kramers doublets. We consider
the possibility of a distinctly local origin for the super-
conductivity in URu

2

Si
2

[11, 13, 23].

Whereas the magnetic response of heavy fermion com-
pounds is typically described in terms of a bulk suscep-
tibility combining several contributions [8], the heavy
fermion state itself is defined in terms of the spin sus-
ceptibility � / g⇤2

e↵

of itinerant quasiparicles. For conve-
nience, we consider these as pseudospin � = ± 1

2

quasi-
particles with an e↵ective g-factor g⇤

e↵

, through which we
make no prior assumption concerning the angular mo-

mentum quantum numbers. Provided these quasipar-
ticles are twofold degenerate and retain their internal
structure on pairing, we can refer to Clogston’s expres-
sion [20]
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for the Pauli-limited upper critical field, where 2� is the
superconducting gap (⇡ 0.58 meV in URu

2

Si
2

[24]), µ
0

is
the permeability of free space and µ

B

is the Bohr magne-
ton. Figure 1a shows the upper critical field of URu

2

Si
2

measured on samples with a large residual resistivity ra-
tio (RRR ⇡ 400 [21]).
In the case of unpaired quasiparticles in a magnetic

field, the same g⇤
e↵

introduces a phase di↵erence between
magnetic quantum oscillations originating from spin split
Fermi surface sheets. Again, provided the quasiparticles
are twofold degenerate at zero field and have e↵ective
masses m⇤ that are independent of spin, the quantum
oscillation amplitude is modified by a simple interference
term [25]
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where m
e

is the mass of the free electron. An anisotropy
in g⇤

e↵

causes the argument of his term to become mag-
netic field orientation-dependent, causing the amplitude
to oscillate with angle ✓ (a schematic representation of
measured data being shown in Fig. 1b), passing through
a ‘spin zero’ each time g⇤

e↵

(m⇤/m
e

) is an odd integer.
A total of 16 spin zeroes are observed on rotating the
direction of the field from Hk[100] to Hk[001] [22].
We find here that by making these rather simple as-

sumptions [implicit in equations (1) and (2)], the esti-
mates for g⇤

e↵

(shown in Fig. 2) made using two indepen-
dent methods are quantitatively consistent over a broad
angular range. The comparability of these estimates is
essential for establishing the integrity of the quasiparti-
cles and showing that the superconducting critical field
of URu

2

Si
2

corresponds to that of a Pauli limited paired

2

FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
µ

2
B
2

(g2
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that (in the case of a strong anisotropy) traces the form

FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g

c

= 2.65 ± 0.05 and g
a

= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c

�a
=

�
gc

ga

�
2

.

To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a

�b
=

�
gc

ga

�
2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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We report measurements of the upper critical field on high quality single crystals of URu2Si2 and
find the e↵ective g-factor estimated from the Pauli limit to agree remarkably well with that found in
quantum oscillation experiments, both quantitatively and in the extreme anisotropy (⇡ 103) of the
quasiparticle spin susceptibility implied. These findings not only establish the unexpected integrity
of robust fermion particles subject to pairing in a heavy fermion superconductor, but also indicate
the quasiparticles to originate from a Kondo lattice of non Kramers doublets. The implications for
momentum-space versus local pairing are discussed.

The resolution of distinct fermion particles is a crucial
factor in identifying the mechanisms of pairing in super-
fluids [1, 2] and conventional superconductors [3]. Yet,
such a situation is far from realized in unconventional
superconductors in proximity to magnetism [4–7]. While
experiments establish heavy fermion behavior in numer-
ous materials [8], a clear experimental demonstration of
twofold spin degenerate quasiparticles in keeping with
conventional notions of momentum-space pairing [9–11]
has not been made. Of particular interest are uranium-
based superconductors, where the large orbital degen-
eracy of the magnetic degrees of freedom to which the
conduction electrons are coupled is believed to be split
into low energy singlets or non Kramers doublets in the
crystalline environment [12–18].

Here we probe the origin of the superconducting state
in URu

2

Si
2

by measuring the upper critical field in high
quality single crystals. Rather than fitting directly to a
model [19], we compare the estimated e↵ective g-factor
of the paired quasiparticles determined using the Pauli
limit [20] against that of the unpaired quasiparticles de-
termined from spin zeroes in magnetic quantum oscil-
lation experiments [21, 22]. We find the two to be in
excellent quantitative agreement over a broad range of
angles, establishing URu

2

Si
2

as an ideal example of a
Pauli limited heavy fermion system akin to that in cold
atomic gases [2]. In doing so we uncover a large e↵ective
g-factor with an extreme uniaxial anisotropy, indicating
the internal orbital structure of the paired fermions to be
determined entirely by local 5f moments � in this case
a Kondo lattice of non Kramers doublets. We consider
the possibility of a distinctly local origin for the super-
conductivity in URu

2

Si
2

[11, 13, 23].

Whereas the magnetic response of heavy fermion com-
pounds is typically described in terms of a bulk suscep-
tibility combining several contributions [8], the heavy
fermion state itself is defined in terms of the spin sus-
ceptibility � / g⇤2

e↵

of itinerant quasiparicles. For conve-
nience, we consider these as pseudospin � = ± 1

2

quasi-
particles with an e↵ective g-factor g⇤

e↵

, through which we
make no prior assumption concerning the angular mo-

mentum quantum numbers. Provided these quasipar-
ticles are twofold degenerate and retain their internal
structure on pairing, we can refer to Clogston’s expres-
sion [20]
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is
the permeability of free space and µ
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is the Bohr magne-
ton. Figure 1a shows the upper critical field of URu
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Si
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measured on samples with a large residual resistivity ra-
tio (RRR ⇡ 400 [21]).
In the case of unpaired quasiparticles in a magnetic

field, the same g⇤
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introduces a phase di↵erence between
magnetic quantum oscillations originating from spin split
Fermi surface sheets. Again, provided the quasiparticles
are twofold degenerate at zero field and have e↵ective
masses m⇤ that are independent of spin, the quantum
oscillation amplitude is modified by a simple interference
term [25]
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where m
e

is the mass of the free electron. An anisotropy
in g⇤

e↵

causes the argument of his term to become mag-
netic field orientation-dependent, causing the amplitude
to oscillate with angle ✓ (a schematic representation of
measured data being shown in Fig. 1b), passing through
a ‘spin zero’ each time g⇤

e↵

(m⇤/m
e

) is an odd integer.
A total of 16 spin zeroes are observed on rotating the
direction of the field from Hk[100] to Hk[001] [22].
We find here that by making these rather simple as-

sumptions [implicit in equations (1) and (2)], the esti-
mates for g⇤

e↵

(shown in Fig. 2) made using two indepen-
dent methods are quantitatively consistent over a broad
angular range. The comparability of these estimates is
essential for establishing the integrity of the quasiparti-
cles and showing that the superconducting critical field
of URu

2

Si
2

corresponds to that of a Pauli limited paired

2

FIG. 1: a. Upper critical field Hc2 of the superconduct-
ing state in URu2Si2 determined from the onset of resistiv-
ity at ⇡ 30 mK. An example trace is shown in the inset.
b. Schematic representation of the angle-dependent magnetic
quantum oscillations adapted from Fig. 18 of reference [22],
with the indices of the spin zeroes indicated. In order to show
the oscillatory behavior, the sign of the amplitude is negated
on crossing each spin zero.

fermion condensate [20] for all orientations of the mag-
netic field � the exception being a narrow range of angles
within ⇠ 10� of the [100] axis in Fig. 2 (likely associated
with the dominant role of diamagnetic screening currents
once g⇤

e↵

is strongly suppressed [19]).
A further key observation is that the field orientation-

dependence of g⇤
e↵

in Fig. 2 is very di↵erent from the
usual isotropic case of g⇤ ⇡ 2 for band electrons (dotted
line), indicating the spin susceptibility of the quasipar-
ticles in URu

2

Si
2

to di↵er along the two distinct crys-
talline axes. Since the Zeeman splitting of the quasi-
particles is given by the projection M · Ĥ of the spin

magnetizationM = ⇢
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FIG. 2: Polar plot of the field orientation-dependence of g⇤e↵
estimated using equations (1) and (2) represented by open
and closed circles respectively. Also shown, is a fit (solid line)
to equation (3) to g⇤e↵ , and the isotropic g⇤ ⇡ 2 (dotted line)
expected for conventional band electrons. In Fig. 1a we as-
sumeHc2 ⇡ Hp. In extracting g⇤e↵ from the index assignments
of g⇤e↵(m

⇤/me↵) in Fig. 1b, the weakly angle-dependent m⇤

is interpolated from the measured values in reference [22].

of a figure of ‘8.’ A fit to equation (3) in Fig. 2 (solid
line) yields g
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= 2.65 ± 0.05 and g
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= 0.0 ± 0.1, implying

a large anisotropy in the spin susceptibility �c
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To obtain a lower bound for the anistropy, we plot g
e↵

(circles) in Fig. 3 extracted from quantum oscillation ex-
periments [22] versus sin ✓ (in the vicinity of the cusp in
Fig. 2) together with the prediction (lines) for di↵erent

values of �a
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=
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gc
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2

made using equation (3). The ob-
servation of a spin zero in Fig. 1 at angles as small as 3�

implies a lower bound �a

�b
& 1000. A smaller anisotropy

would be expected to lead to the observation of fewer spin
zeroes and nonlinearity in the plot with an upturn in g

e↵

at small values of sin ✓ (as shown in the simulations).

A large anisotropy in the magnetic susceptibility is the
behavior expected for local magnetic moments of large
angular momenta whose confinement within a crystal
lattice gives rise to an Ising anisotropy. Kondo cou-
pling provides the means by which such an anisotropy
can be transferred to itinerant electrons [8]. In the case
of an isolated magnetic impurity (i.e. an isolated mag-
netic moment), Kondo singlets can be considered the re-
sult of an antiferromagnetic coupling between the impu-
rity and conduction electron states expanded as partial
waves of the same angular momenta [26]. A Fermi liquid
composed of ‘composite heavy quasiparticles’ with heavy
e↵ective masses and local angular momentum quantum
numbers is one of the anticipated outcomes in a lattice
of moments should such partial states overlap and sat-
isfy Bloch’s theorem at low temperatures [27, 28], as ap-
pears to be the case in URu

2

Si
2

. The finding of a large
anisotropic impurity susceptibility ( �c

�a
⇠ 140) in the di-
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Hastatic order in the heavy-fermion
compound URu2Si2
Premala Chandra1, Piers Coleman1,2 & Rebecca Flint3

The development of collective long-range order by means of phase transitions occurs by the spontaneous breaking of
fundamental symmetries. Magnetism is a consequence of broken time-reversal symmetry, whereas superfluidity results
from broken gauge invariance. The broken symmetry that develops below 17.5 kelvin in the heavy-fermion compound
URu2Si2 has long eluded such identification. Here we show that the recent observation of Ising quasiparticles in URu2Si2
results from a spinor order parameter that breaks double time-reversal symmetry, mixing states of integer and
half-integer spin. Such ‘hastatic’ order hybridizes uranium-atom conduction electrons with Ising 5f2 states to
produce Ising quasiparticles; it accounts for the large entropy of condensation and the magnetic anomaly observed in
torque magnetometry. Hastatic order predicts a tiny transverse moment in the conduction-electron ‘sea’, a colossal
Ising anisotropy in the nonlinear susceptibility anomaly and a resonant, energy-dependent nematicity in the tunnelling
density of states.

The hidden order that develops below THO 5 17.5 K in the heavy-fer-
mion compound URu2Si2 is particularly notable, having eluded iden-
tification for 25 years1–12. Recent spectroscopic13–17, magnetometric18

and high-field measurements19,20 suggest that the hidden order is con-
nected with the formation of an itinerant heavy-electron fluid, as a
consequence of quasiparticle hybridization between localized, spin–
orbit-coupled f-shell moments and mobile conduction electrons.
Although the development of hybridization at low temperatures is
usually associated with a crossover, in URu2Si2 both optical17 and
tunnelling14–16 probes suggest that it develops abruptly at the hidden-
order transition, leading to proposals9,10 that the hybridization is an
order parameter.

Ising quasiparticles
High-temperature bulk susceptibility measurements on URu2Si2

show that the local 5f moments embedded in the conduction-electron
sea are Ising in nature1,21, and quantum oscillation experiments deep
within the hidden-order phase22 reveal that the quasiparticles possess
a giant Ising anisotropy20,23,24. The Zeeman splitting DE(h) depends
solely on the c-axis component of the magnetic field: DE 5 g(h)mBB
(ref. 24). Here B is the magnetic field, mB is the Bohr magneton and the
empirically determined g-factor takes the form g(h) 5 gcos(h), where
h is the angle between the magnetic field and the c axis and g is the
Ising g-factor. The g-factor anisotropy exceeds 30, corresponding to
an anisotropy of the Pauli susceptibility in excess of 900; this aniso-
tropy is also observed in the angle dependence of the Pauli-limited
upper critical field of the superconducting state23,24, showing that the
Ising quasiparticles pair to form a heavy-fermion superconductor.
This giant anisotropy suggests that the f moment is transferred to
the mobile quasiparticles through hybridization25.

In the tetragonal crystalline environment of URu2Si2, such Ising
anisotropy is most natural in an integer-spin 5f 2 configuration of
the uranium ions4,26. Although a variety of singlet crystal-field
schemes have been proposed6,27, the observation of paired Ising qua-
siparticles in a superconductor with a transition temperature of

Tc < 1.5 K indicates that this 5f 2 configuration is doubly degenerate
to within an energy resolution of gmBHc2 < 5 K, where Hc2 is the
upper critical field of the superconductor. Moreover, the obser-
vation of multiple spin zeroes in the quantum oscillations, result-
ing from the interference of Zeeman split orbits in a tilted field,
requires that in a transverse field the underlying 5f 2 configura-
tion is doubly degenerate to within a cyclotron energy, which is
Bvc~BeB=m!<1:5 K for the largest extremal orbit20,22 (a)
(m*5 12.5me measured in B 5 13.9 T, where me is the electron mass).
These tiny bounds suggest that the Ising 5f 2 state is intrinsically
degenerate. In URu2Si2, tetragonal symmetry protects such a mag-
netic non-Kramers C5 doublet28, the candidate origin of the Ising
quasiparticles4,29.

The quasiparticle hybridization of half-integer-spin conduction
electrons with an integer-spin doublet in URu2Si2 has profound impli-
cations for hidden order; such mixing can not occur without the break-
ing of double time-reversal symmetry. Time-reversal, Ĥ, is an anti-
unitary quantum operator with no associated quantum number30.
However double time-reversal, Ĥ2, which is equivalent to a 2p rotation,
forms a unitary operator with an associated quantum number, the
‘Kramers index’, K (ref. 30). For a quantum state of total angular
momentum J, K 5 (21)2J defines the phase factor acquired by its
wavefunction after two successive time-reversals: Ĥ2 yj i~K yj i~
y2p
!! "

. An integer-spin state jaæ is unchanged by a 2p rotation, and
so ja2pæ 5 1jaæ and K 5 1. However, conduction electrons with half-
integer-spin states, jksæ, where k is the vector momentum and s is the
spin component, change sign: jks2pæ 5 2jksæ. Hence, K 5 21 for
conduction electrons.

Double time-reversal symmetry
Although conventional magnetism breaks time-reversal symmetry, it
is invariant under Ĥ2, with the result that the Kramers index is con-
served. However, in URu2Si2 the hybridization between integer-spin
and half-integer-spin states requires a quasiparticle mixing term of
the form H~ ksj iVsa kð Þ ah jzH:c:, where H.c. indicates Hermitian
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The development of collective long-range order by means of phase transitions occurs by the spontaneous breaking of
fundamental symmetries. Magnetism is a consequence of broken time-reversal symmetry, whereas superfluidity results
from broken gauge invariance. The broken symmetry that develops below 17.5 kelvin in the heavy-fermion compound
URu2Si2 has long eluded such identification. Here we show that the recent observation of Ising quasiparticles in URu2Si2
results from a spinor order parameter that breaks double time-reversal symmetry, mixing states of integer and
half-integer spin. Such ‘hastatic’ order hybridizes uranium-atom conduction electrons with Ising 5f2 states to
produce Ising quasiparticles; it accounts for the large entropy of condensation and the magnetic anomaly observed in
torque magnetometry. Hastatic order predicts a tiny transverse moment in the conduction-electron ‘sea’, a colossal
Ising anisotropy in the nonlinear susceptibility anomaly and a resonant, energy-dependent nematicity in the tunnelling
density of states.

The hidden order that develops below THO 5 17.5 K in the heavy-fer-
mion compound URu2Si2 is particularly notable, having eluded iden-
tification for 25 years1–12. Recent spectroscopic13–17, magnetometric18

and high-field measurements19,20 suggest that the hidden order is con-
nected with the formation of an itinerant heavy-electron fluid, as a
consequence of quasiparticle hybridization between localized, spin–
orbit-coupled f-shell moments and mobile conduction electrons.
Although the development of hybridization at low temperatures is
usually associated with a crossover, in URu2Si2 both optical17 and
tunnelling14–16 probes suggest that it develops abruptly at the hidden-
order transition, leading to proposals9,10 that the hybridization is an
order parameter.

Ising quasiparticles
High-temperature bulk susceptibility measurements on URu2Si2

show that the local 5f moments embedded in the conduction-electron
sea are Ising in nature1,21, and quantum oscillation experiments deep
within the hidden-order phase22 reveal that the quasiparticles possess
a giant Ising anisotropy20,23,24. The Zeeman splitting DE(h) depends
solely on the c-axis component of the magnetic field: DE 5 g(h)mBB
(ref. 24). Here B is the magnetic field, mB is the Bohr magneton and the
empirically determined g-factor takes the form g(h) 5 gcos(h), where
h is the angle between the magnetic field and the c axis and g is the
Ising g-factor. The g-factor anisotropy exceeds 30, corresponding to
an anisotropy of the Pauli susceptibility in excess of 900; this aniso-
tropy is also observed in the angle dependence of the Pauli-limited
upper critical field of the superconducting state23,24, showing that the
Ising quasiparticles pair to form a heavy-fermion superconductor.
This giant anisotropy suggests that the f moment is transferred to
the mobile quasiparticles through hybridization25.

In the tetragonal crystalline environment of URu2Si2, such Ising
anisotropy is most natural in an integer-spin 5f 2 configuration of
the uranium ions4,26. Although a variety of singlet crystal-field
schemes have been proposed6,27, the observation of paired Ising qua-
siparticles in a superconductor with a transition temperature of

Tc < 1.5 K indicates that this 5f 2 configuration is doubly degenerate
to within an energy resolution of gmBHc2 < 5 K, where Hc2 is the
upper critical field of the superconductor. Moreover, the obser-
vation of multiple spin zeroes in the quantum oscillations, result-
ing from the interference of Zeeman split orbits in a tilted field,
requires that in a transverse field the underlying 5f 2 configura-
tion is doubly degenerate to within a cyclotron energy, which is
Bvc~BeB=m!<1:5 K for the largest extremal orbit20,22 (a)
(m*5 12.5me measured in B 5 13.9 T, where me is the electron mass).
These tiny bounds suggest that the Ising 5f 2 state is intrinsically
degenerate. In URu2Si2, tetragonal symmetry protects such a mag-
netic non-Kramers C5 doublet28, the candidate origin of the Ising
quasiparticles4,29.

The quasiparticle hybridization of half-integer-spin conduction
electrons with an integer-spin doublet in URu2Si2 has profound impli-
cations for hidden order; such mixing can not occur without the break-
ing of double time-reversal symmetry. Time-reversal, Ĥ, is an anti-
unitary quantum operator with no associated quantum number30.
However double time-reversal, Ĥ2, which is equivalent to a 2p rotation,
forms a unitary operator with an associated quantum number, the
‘Kramers index’, K (ref. 30). For a quantum state of total angular
momentum J, K 5 (21)2J defines the phase factor acquired by its
wavefunction after two successive time-reversals: Ĥ2 yj i~K yj i~
y2p
!! "

. An integer-spin state jaæ is unchanged by a 2p rotation, and
so ja2pæ 5 1jaæ and K 5 1. However, conduction electrons with half-
integer-spin states, jksæ, where k is the vector momentum and s is the
spin component, change sign: jks2pæ 5 2jksæ. Hence, K 5 21 for
conduction electrons.

Double time-reversal symmetry
Although conventional magnetism breaks time-reversal symmetry, it
is invariant under Ĥ2, with the result that the Kramers index is con-
served. However, in URu2Si2 the hybridization between integer-spin
and half-integer-spin states requires a quasiparticle mixing term of
the form H~ ksj iVsa kð Þ ah jzH:c:, where H.c. indicates Hermitian
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The development of collective long-range order by means of phase transitions occurs by the spontaneous breaking of
fundamental symmetries. Magnetism is a consequence of broken time-reversal symmetry, whereas superfluidity results
from broken gauge invariance. The broken symmetry that develops below 17.5 kelvin in the heavy-fermion compound
URu2Si2 has long eluded such identification. Here we show that the recent observation of Ising quasiparticles in URu2Si2
results from a spinor order parameter that breaks double time-reversal symmetry, mixing states of integer and
half-integer spin. Such ‘hastatic’ order hybridizes uranium-atom conduction electrons with Ising 5f2 states to
produce Ising quasiparticles; it accounts for the large entropy of condensation and the magnetic anomaly observed in
torque magnetometry. Hastatic order predicts a tiny transverse moment in the conduction-electron ‘sea’, a colossal
Ising anisotropy in the nonlinear susceptibility anomaly and a resonant, energy-dependent nematicity in the tunnelling
density of states.

The hidden order that develops below THO 5 17.5 K in the heavy-fer-
mion compound URu2Si2 is particularly notable, having eluded iden-
tification for 25 years1–12. Recent spectroscopic13–17, magnetometric18

and high-field measurements19,20 suggest that the hidden order is con-
nected with the formation of an itinerant heavy-electron fluid, as a
consequence of quasiparticle hybridization between localized, spin–
orbit-coupled f-shell moments and mobile conduction electrons.
Although the development of hybridization at low temperatures is
usually associated with a crossover, in URu2Si2 both optical17 and
tunnelling14–16 probes suggest that it develops abruptly at the hidden-
order transition, leading to proposals9,10 that the hybridization is an
order parameter.

Ising quasiparticles
High-temperature bulk susceptibility measurements on URu2Si2

show that the local 5f moments embedded in the conduction-electron
sea are Ising in nature1,21, and quantum oscillation experiments deep
within the hidden-order phase22 reveal that the quasiparticles possess
a giant Ising anisotropy20,23,24. The Zeeman splitting DE(h) depends
solely on the c-axis component of the magnetic field: DE 5 g(h)mBB
(ref. 24). Here B is the magnetic field, mB is the Bohr magneton and the
empirically determined g-factor takes the form g(h) 5 gcos(h), where
h is the angle between the magnetic field and the c axis and g is the
Ising g-factor. The g-factor anisotropy exceeds 30, corresponding to
an anisotropy of the Pauli susceptibility in excess of 900; this aniso-
tropy is also observed in the angle dependence of the Pauli-limited
upper critical field of the superconducting state23,24, showing that the
Ising quasiparticles pair to form a heavy-fermion superconductor.
This giant anisotropy suggests that the f moment is transferred to
the mobile quasiparticles through hybridization25.

In the tetragonal crystalline environment of URu2Si2, such Ising
anisotropy is most natural in an integer-spin 5f 2 configuration of
the uranium ions4,26. Although a variety of singlet crystal-field
schemes have been proposed6,27, the observation of paired Ising qua-
siparticles in a superconductor with a transition temperature of

Tc < 1.5 K indicates that this 5f 2 configuration is doubly degenerate
to within an energy resolution of gmBHc2 < 5 K, where Hc2 is the
upper critical field of the superconductor. Moreover, the obser-
vation of multiple spin zeroes in the quantum oscillations, result-
ing from the interference of Zeeman split orbits in a tilted field,
requires that in a transverse field the underlying 5f 2 configura-
tion is doubly degenerate to within a cyclotron energy, which is
Bvc~BeB=m!<1:5 K for the largest extremal orbit20,22 (a)
(m*5 12.5me measured in B 5 13.9 T, where me is the electron mass).
These tiny bounds suggest that the Ising 5f 2 state is intrinsically
degenerate. In URu2Si2, tetragonal symmetry protects such a mag-
netic non-Kramers C5 doublet28, the candidate origin of the Ising
quasiparticles4,29.

The quasiparticle hybridization of half-integer-spin conduction
electrons with an integer-spin doublet in URu2Si2 has profound impli-
cations for hidden order; such mixing can not occur without the break-
ing of double time-reversal symmetry. Time-reversal, Ĥ, is an anti-
unitary quantum operator with no associated quantum number30.
However double time-reversal, Ĥ2, which is equivalent to a 2p rotation,
forms a unitary operator with an associated quantum number, the
‘Kramers index’, K (ref. 30). For a quantum state of total angular
momentum J, K 5 (21)2J defines the phase factor acquired by its
wavefunction after two successive time-reversals: Ĥ2 yj i~K yj i~
y2p
!! "

. An integer-spin state jaæ is unchanged by a 2p rotation, and
so ja2pæ 5 1jaæ and K 5 1. However, conduction electrons with half-
integer-spin states, jksæ, where k is the vector momentum and s is the
spin component, change sign: jks2pæ 5 2jksæ. Hence, K 5 21 for
conduction electrons.

Double time-reversal symmetry
Although conventional magnetism breaks time-reversal symmetry, it
is invariant under Ĥ2, with the result that the Kramers index is con-
served. However, in URu2Si2 the hybridization between integer-spin
and half-integer-spin states requires a quasiparticle mixing term of
the form H~ ksj iVsa kð Þ ah jzH:c:, where H.c. indicates Hermitian
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The development of collective long-range order by means of phase transitions occurs by the spontaneous breaking of
fundamental symmetries. Magnetism is a consequence of broken time-reversal symmetry, whereas superfluidity results
from broken gauge invariance. The broken symmetry that develops below 17.5 kelvin in the heavy-fermion compound
URu2Si2 has long eluded such identification. Here we show that the recent observation of Ising quasiparticles in URu2Si2
results from a spinor order parameter that breaks double time-reversal symmetry, mixing states of integer and
half-integer spin. Such ‘hastatic’ order hybridizes uranium-atom conduction electrons with Ising 5f2 states to
produce Ising quasiparticles; it accounts for the large entropy of condensation and the magnetic anomaly observed in
torque magnetometry. Hastatic order predicts a tiny transverse moment in the conduction-electron ‘sea’, a colossal
Ising anisotropy in the nonlinear susceptibility anomaly and a resonant, energy-dependent nematicity in the tunnelling
density of states.

The hidden order that develops below THO 5 17.5 K in the heavy-fer-
mion compound URu2Si2 is particularly notable, having eluded iden-
tification for 25 years1–12. Recent spectroscopic13–17, magnetometric18

and high-field measurements19,20 suggest that the hidden order is con-
nected with the formation of an itinerant heavy-electron fluid, as a
consequence of quasiparticle hybridization between localized, spin–
orbit-coupled f-shell moments and mobile conduction electrons.
Although the development of hybridization at low temperatures is
usually associated with a crossover, in URu2Si2 both optical17 and
tunnelling14–16 probes suggest that it develops abruptly at the hidden-
order transition, leading to proposals9,10 that the hybridization is an
order parameter.

Ising quasiparticles
High-temperature bulk susceptibility measurements on URu2Si2

show that the local 5f moments embedded in the conduction-electron
sea are Ising in nature1,21, and quantum oscillation experiments deep
within the hidden-order phase22 reveal that the quasiparticles possess
a giant Ising anisotropy20,23,24. The Zeeman splitting DE(h) depends
solely on the c-axis component of the magnetic field: DE 5 g(h)mBB
(ref. 24). Here B is the magnetic field, mB is the Bohr magneton and the
empirically determined g-factor takes the form g(h) 5 gcos(h), where
h is the angle between the magnetic field and the c axis and g is the
Ising g-factor. The g-factor anisotropy exceeds 30, corresponding to
an anisotropy of the Pauli susceptibility in excess of 900; this aniso-
tropy is also observed in the angle dependence of the Pauli-limited
upper critical field of the superconducting state23,24, showing that the
Ising quasiparticles pair to form a heavy-fermion superconductor.
This giant anisotropy suggests that the f moment is transferred to
the mobile quasiparticles through hybridization25.

In the tetragonal crystalline environment of URu2Si2, such Ising
anisotropy is most natural in an integer-spin 5f 2 configuration of
the uranium ions4,26. Although a variety of singlet crystal-field
schemes have been proposed6,27, the observation of paired Ising qua-
siparticles in a superconductor with a transition temperature of

Tc < 1.5 K indicates that this 5f 2 configuration is doubly degenerate
to within an energy resolution of gmBHc2 < 5 K, where Hc2 is the
upper critical field of the superconductor. Moreover, the obser-
vation of multiple spin zeroes in the quantum oscillations, result-
ing from the interference of Zeeman split orbits in a tilted field,
requires that in a transverse field the underlying 5f 2 configura-
tion is doubly degenerate to within a cyclotron energy, which is
Bvc~BeB=m!<1:5 K for the largest extremal orbit20,22 (a)
(m*5 12.5me measured in B 5 13.9 T, where me is the electron mass).
These tiny bounds suggest that the Ising 5f 2 state is intrinsically
degenerate. In URu2Si2, tetragonal symmetry protects such a mag-
netic non-Kramers C5 doublet28, the candidate origin of the Ising
quasiparticles4,29.

The quasiparticle hybridization of half-integer-spin conduction
electrons with an integer-spin doublet in URu2Si2 has profound impli-
cations for hidden order; such mixing can not occur without the break-
ing of double time-reversal symmetry. Time-reversal, Ĥ, is an anti-
unitary quantum operator with no associated quantum number30.
However double time-reversal, Ĥ2, which is equivalent to a 2p rotation,
forms a unitary operator with an associated quantum number, the
‘Kramers index’, K (ref. 30). For a quantum state of total angular
momentum J, K 5 (21)2J defines the phase factor acquired by its
wavefunction after two successive time-reversals: Ĥ2 yj i~K yj i~
y2p
!! "

. An integer-spin state jaæ is unchanged by a 2p rotation, and
so ja2pæ 5 1jaæ and K 5 1. However, conduction electrons with half-
integer-spin states, jksæ, where k is the vector momentum and s is the
spin component, change sign: jks2pæ 5 2jksæ. Hence, K 5 21 for
conduction electrons.

Double time-reversal symmetry
Although conventional magnetism breaks time-reversal symmetry, it
is invariant under Ĥ2, with the result that the Kramers index is con-
served. However, in URu2Si2 the hybridization between integer-spin
and half-integer-spin states requires a quasiparticle mixing term of
the form H~ ksj iVsa kð Þ ah jzH:c:, where H.c. indicates Hermitian
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The development of collective long-range order by means of phase transitions occurs by the spontaneous breaking of
fundamental symmetries. Magnetism is a consequence of broken time-reversal symmetry, whereas superfluidity results
from broken gauge invariance. The broken symmetry that develops below 17.5 kelvin in the heavy-fermion compound
URu2Si2 has long eluded such identification. Here we show that the recent observation of Ising quasiparticles in URu2Si2
results from a spinor order parameter that breaks double time-reversal symmetry, mixing states of integer and
half-integer spin. Such ‘hastatic’ order hybridizes uranium-atom conduction electrons with Ising 5f2 states to
produce Ising quasiparticles; it accounts for the large entropy of condensation and the magnetic anomaly observed in
torque magnetometry. Hastatic order predicts a tiny transverse moment in the conduction-electron ‘sea’, a colossal
Ising anisotropy in the nonlinear susceptibility anomaly and a resonant, energy-dependent nematicity in the tunnelling
density of states.

The hidden order that develops below THO 5 17.5 K in the heavy-fer-
mion compound URu2Si2 is particularly notable, having eluded iden-
tification for 25 years1–12. Recent spectroscopic13–17, magnetometric18

and high-field measurements19,20 suggest that the hidden order is con-
nected with the formation of an itinerant heavy-electron fluid, as a
consequence of quasiparticle hybridization between localized, spin–
orbit-coupled f-shell moments and mobile conduction electrons.
Although the development of hybridization at low temperatures is
usually associated with a crossover, in URu2Si2 both optical17 and
tunnelling14–16 probes suggest that it develops abruptly at the hidden-
order transition, leading to proposals9,10 that the hybridization is an
order parameter.

Ising quasiparticles
High-temperature bulk susceptibility measurements on URu2Si2

show that the local 5f moments embedded in the conduction-electron
sea are Ising in nature1,21, and quantum oscillation experiments deep
within the hidden-order phase22 reveal that the quasiparticles possess
a giant Ising anisotropy20,23,24. The Zeeman splitting DE(h) depends
solely on the c-axis component of the magnetic field: DE 5 g(h)mBB
(ref. 24). Here B is the magnetic field, mB is the Bohr magneton and the
empirically determined g-factor takes the form g(h) 5 gcos(h), where
h is the angle between the magnetic field and the c axis and g is the
Ising g-factor. The g-factor anisotropy exceeds 30, corresponding to
an anisotropy of the Pauli susceptibility in excess of 900; this aniso-
tropy is also observed in the angle dependence of the Pauli-limited
upper critical field of the superconducting state23,24, showing that the
Ising quasiparticles pair to form a heavy-fermion superconductor.
This giant anisotropy suggests that the f moment is transferred to
the mobile quasiparticles through hybridization25.

In the tetragonal crystalline environment of URu2Si2, such Ising
anisotropy is most natural in an integer-spin 5f 2 configuration of
the uranium ions4,26. Although a variety of singlet crystal-field
schemes have been proposed6,27, the observation of paired Ising qua-
siparticles in a superconductor with a transition temperature of

Tc < 1.5 K indicates that this 5f 2 configuration is doubly degenerate
to within an energy resolution of gmBHc2 < 5 K, where Hc2 is the
upper critical field of the superconductor. Moreover, the obser-
vation of multiple spin zeroes in the quantum oscillations, result-
ing from the interference of Zeeman split orbits in a tilted field,
requires that in a transverse field the underlying 5f 2 configura-
tion is doubly degenerate to within a cyclotron energy, which is
Bvc~BeB=m!<1:5 K for the largest extremal orbit20,22 (a)
(m*5 12.5me measured in B 5 13.9 T, where me is the electron mass).
These tiny bounds suggest that the Ising 5f 2 state is intrinsically
degenerate. In URu2Si2, tetragonal symmetry protects such a mag-
netic non-Kramers C5 doublet28, the candidate origin of the Ising
quasiparticles4,29.

The quasiparticle hybridization of half-integer-spin conduction
electrons with an integer-spin doublet in URu2Si2 has profound impli-
cations for hidden order; such mixing can not occur without the break-
ing of double time-reversal symmetry. Time-reversal, Ĥ, is an anti-
unitary quantum operator with no associated quantum number30.
However double time-reversal, Ĥ2, which is equivalent to a 2p rotation,
forms a unitary operator with an associated quantum number, the
‘Kramers index’, K (ref. 30). For a quantum state of total angular
momentum J, K 5 (21)2J defines the phase factor acquired by its
wavefunction after two successive time-reversals: Ĥ2 yj i~K yj i~
y2p
!! "

. An integer-spin state jaæ is unchanged by a 2p rotation, and
so ja2pæ 5 1jaæ and K 5 1. However, conduction electrons with half-
integer-spin states, jksæ, where k is the vector momentum and s is the
spin component, change sign: jks2pæ 5 2jksæ. Hence, K 5 21 for
conduction electrons.

Double time-reversal symmetry
Although conventional magnetism breaks time-reversal symmetry, it
is invariant under Ĥ2, with the result that the Kramers index is con-
served. However, in URu2Si2 the hybridization between integer-spin
and half-integer-spin states requires a quasiparticle mixing term of
the form H~ ksj iVsa kð Þ ah jzH:c:, where H.c. indicates Hermitian
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is invariant under Ĥ2, with the result that the Kramers index is con-
served. However, in URu2Si2 the hybridization between integer-spin
and half-integer-spin states requires a quasiparticle mixing term of
the form H~ ksj iVsa kð Þ ah jzH:c:, where H.c. indicates Hermitian

1Center for Materials Theory, Department of Physics and Astronomy, Rutgers University, 136 Frelinghuysen Road, Piscataway, New Jersey 08854-8019, USA. 2Department of Physics, Royal Holloway,
University of London, Egham, Surrey TW20 0EX, UK. 3Department of Physics, Massachusetts Institute for Technology, Massachusetts Avenue, Cambridge, Massachusetts 02139-4307, USA.

3 1 J A N U A R Y 2 0 1 3 | V O L 4 9 3 | N A T U R E | 6 2 1

Macmillan Publishers Limited. All rights reserved©2013

Hasta: Spear (Latin)



Integer spink k +Q
  Multipole

a)

�c†k+Q�ck� = ���(k) =
�

�0(k)
�d(k) · ����

<latexit sha1_base64="onYrxkD0dRRzKdXXbZq9aEA99IE=">AAADQXicbZHfitQwFMbT+m8dV51V77wJLsKKMHT2QgUVFr3xchYcd2EyDmly2gmTJiFJd3YovfNZfBJfwlfwSrz1xrQdwel6oHDy+75zEvqlRgrnk+R7FF+7fuPmrb3bgzv7d+/dHx48+OR0aRlMmZbanqfUgRQKpl54CefGAi1SCWfp6n2jn12AdUKrj35jYF7QXIlMMOoDWgy/EklVLgEzwvNFRdLV81NCpVnSmrXHmtjO8BaTiROBtSpJwdP6KBieNYqEzJNgh1yoilpLN3XF6gExYSJpXYRZcgEM8+2Ja48bQJzIC7q7loDi2y3EinzpR4vhYTJK2sJXm/G2OTx5hNqaLA6iL4RrVhagPJPUudk4MX4etnrBJISnlQ4MZSuawyy0ihbg5lX7Q2v8NBCOM23Dpzxu6b8TFS2c2xRpcBbUL11fa+D/tFnps1fzSihTelCsuygrJfYaN+lgLiwwLzehocyK8FbMltRS5kOGA6JgzXRRUMVDKtU2mXqH87z6TDjNc7C7QrqqQkAZXtU9bjpu+vyy45c9Xjb+0oR49Lon8XWQuF6rv+Ig5Dbup3S1mR6PXoyS05Dfuy4/tIceoyfoCI3RS3SCPqAJmiIW7UfH0evoTfwt/hH/jH911jjazjxEOxX//gPphRLk</latexit><latexit sha1_base64="onYrxkD0dRRzKdXXbZq9aEA99IE=">AAADQXicbZHfitQwFMbT+m8dV51V77wJLsKKMHT2QgUVFr3xchYcd2EyDmly2gmTJiFJd3YovfNZfBJfwlfwSrz1xrQdwel6oHDy+75zEvqlRgrnk+R7FF+7fuPmrb3bgzv7d+/dHx48+OR0aRlMmZbanqfUgRQKpl54CefGAi1SCWfp6n2jn12AdUKrj35jYF7QXIlMMOoDWgy/EklVLgEzwvNFRdLV81NCpVnSmrXHmtjO8BaTiROBtSpJwdP6KBieNYqEzJNgh1yoilpLN3XF6gExYSJpXYRZcgEM8+2Ja48bQJzIC7q7loDi2y3EinzpR4vhYTJK2sJXm/G2OTx5hNqaLA6iL4RrVhagPJPUudk4MX4etnrBJISnlQ4MZSuawyy0ihbg5lX7Q2v8NBCOM23Dpzxu6b8TFS2c2xRpcBbUL11fa+D/tFnps1fzSihTelCsuygrJfYaN+lgLiwwLzehocyK8FbMltRS5kOGA6JgzXRRUMVDKtU2mXqH87z6TDjNc7C7QrqqQkAZXtU9bjpu+vyy45c9Xjb+0oR49Lon8XWQuF6rv+Ig5Dbup3S1mR6PXoyS05Dfuy4/tIceoyfoCI3RS3SCPqAJmiIW7UfH0evoTfwt/hH/jH911jjazjxEOxX//gPphRLk</latexit>

CDW

SDW

�(Rk) = D(R)�(k)
<latexit sha1_base64="vHcydQyiGytVa91T01LknCn57SY=">AAACtnicbZFNb9NAEIY35quErxS49bKiQkovkcMB6AGpAg4cQ0VopThE4/XYXXm/tLtuGlk5IPFfuMLP4d+wtovUuow00rvPO6Pd2UmN4M7H8Z9BdOv2nbv3du4PHzx89PjJaPfpV6cry3DOtND2NAWHgiuce+4FnhqLIFOBJ2n5ofFPztE6rtUXvzG4lFAonnMGPqDVaI8mM8fHx0laHtB39OP4+KAFzXk12o8ncRv0ppheiv2j56SN2Wp38CPJNKskKs8EOLeYxsYva7CeM4HbYVI5NMBKKHARpAKJblm3U2zpy0AymmsbUnna0qsdNUjnNjINlRL8met7Dfyft6h8/nZZc2Uqj4p1F+WVoF7T5ktoxi0yLzZBALM8vJWyM7DAfPi4YaJwzbSUoLLEQh1SFe0sV3hW1N+SDIoC7XUjLes6SXNabnvcdNz0+UXHL3q8auorA9bqdc/K1sHK9Fr9M4dhb9P+lm6K+avJ60n8Oezvfbc/skP2yAsyJlPyhhyRT2RG5oSR7+Qn+UV+R4fRKsKo6EqjwWXPM3ItIvMX/PDanA==</latexit><latexit sha1_base64="vHcydQyiGytVa91T01LknCn57SY=">AAACtnicbZFNb9NAEIY35quErxS49bKiQkovkcMB6AGpAg4cQ0VopThE4/XYXXm/tLtuGlk5IPFfuMLP4d+wtovUuow00rvPO6Pd2UmN4M7H8Z9BdOv2nbv3du4PHzx89PjJaPfpV6cry3DOtND2NAWHgiuce+4FnhqLIFOBJ2n5ofFPztE6rtUXvzG4lFAonnMGPqDVaI8mM8fHx0laHtB39OP4+KAFzXk12o8ncRv0ppheiv2j56SN2Wp38CPJNKskKs8EOLeYxsYva7CeM4HbYVI5NMBKKHARpAKJblm3U2zpy0AymmsbUnna0qsdNUjnNjINlRL8met7Dfyft6h8/nZZc2Uqj4p1F+WVoF7T5ktoxi0yLzZBALM8vJWyM7DAfPi4YaJwzbSUoLLEQh1SFe0sV3hW1N+SDIoC7XUjLes6SXNabnvcdNz0+UXHL3q8auorA9bqdc/K1sHK9Fr9M4dhb9P+lm6K+avJ60n8Oezvfbc/skP2yAsyJlPyhhyRT2RG5oSR7+Qn+UV+R4fRKsKo6EqjwWXPM3ItIvMX/PDanA==</latexit>

 =
p

Multipole = Spinorial OP

Integer spink k +Q
  

b)



“Hastatic” order.   

hasta: spear (latin)



“Hastatic” order.   
In conventional heavy fermion materials a hybridization 
derives from virtual excitations between a Kramers doublet 
and an excited singlet.
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Figure 1: (a) A normal Kondo effect occurs in ions with an odd number of f-electrons, where the ground
state is guaranteed to be doubly degenerate by time-reversal symmetry (known as a Kramers doublet).
Virtual valence fluctations to an excited singlet state are associated with a scalar hybridization. (b) In
URu2Si2, quasiparticles inherit an Ising symmetry from a 5f2 non-Kramers doublet. Loss or gain of an
electron necessarily leads to an excited Kramers doublet, and the development of a coherent hybridization
is associated with a two-component spinor hybridization that carries a magnetic quantum number and
must therefore develop at a phase transition. (c) Phase diagram for hastatic order, showing how tuning
the parameter λ ∝ (P − Pc). leads to a spin flop between hastatic order and Ising magnetic order. Inset:
at the 1st order line, the longitudinal spin gap is predicted to vanish as ∆ ∝

√
Pc − P . (d) Polar plot

showing the predicted cos4 θ form of the non-linear susceptibility χ3 induced by hastatic order, where θ
is the angle of the field from the c-axis.
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                                      A uniform hybridization breaks no 
symmetry and develops as a cross-over. 4

where the addition and subtraction of angular momen-
tum in units of 4~ is a consequence of the four-fold sym-
metry of the URu2Si2 tetragonal crystal. However, the
presence of a perfect Ising anisotropy requires an Ising
selection rule

h�±|J±|�⌥i = 0 (14)

that, in the absence of fine-tuning of the coe�cients an,
leads to the condition that �(Jz + 4n0) 6= (Jz + 4n)± 1,
or Jz 6= 2(n � n0) ± 1

2 , requiring Jz 2 Z must be an in-
teger. For any generic half-integer Jz, corresponding to
a Kramers doublet, the selection rule is absent so that
crystal fields mix the Jz states leading to isotropic mag-
netic properties. Within the five-parameter crystal-field
Hamiltonian of URu2Si2 , a simulated annealling search
yielded just one finely tuned 5f3 (Kramers) state with
nearly zero transverse moment, but the fit to single-
ion bulk properties was poor.47 In the tetragonal crys-
talline environment of URu2Si2 , such Ising anisotropy
is most natural in a 5f2 (J = 4) configuration of the
uranium ion, but doublets with integer J in general do
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that is quadrupolar in the basal plane and magnetic along
the c-axis, and it has been proposed as the origin of the
magnetic anisotropy in both the dilute and the dense
URu2Si2 ;40–42 this can be checked with a direct bench-
top test.47 In the hastatic proposal the Ising anisotropy
of the U 5f2 ions is transferred to the quasiparticles
via hybridization between integer J local moments and
half-integer J conduction electrons, and this mixing of
Kramers parity (K = (�1)2J) has important symmetry
implications.40,41

Conventionally in heavy fermion materials, hybridiza-
tion involves valence fluctuations between a ground-state
Kramers doublet and an excited singlet (cf. Fig. 4); in
this case, hybridization is a scalar that develops via a
crossover leading to mobile heavy quasiparticles. How-
ever if the ground-state is a non-Kramers doublet, the
Kondo e↵ect will involve an excited Kramers doublet (cf
Fig. 4). The quasiparticle hybridization now carries a
global spin quantum number and has two distinct am-
plitudes that form a spinor defining the hastatic order
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The onset of hybridization must break spin rotational in-
variance in addition to single- and double time-reversal
invariances via a phase transition; we note that optical,
spectroscopic and tunneling probes35–39 in URu2Si2 in-
dicate the hybridization occurs abruptly at the hidden
order transition in contrast to the crossover behavior ob-
served in other heavy fermion systems (cf. Fig. 4).

FIG. 4: Schematic of (a) conventional (scalar) vs (b) spinorial
hybridization where the hybridization is a) a crossover and
b) breaks spin-rotatinonal and time-reversal symmetries and
thus develops discontinuously as a phase transition.

III. HASTATIC ORDER ”HIGHLIGHTS”

We next summarize the main points of the hastatic
proposal,40,41 noting that the interested reader can find
further discussion with more details elsewhere. Hastatic
order captures the key features of the observed pressure-
induced first-order phase transition in URu2Si2 between
the hidden order and the Ising antiferromagnetic (AFM)
phases.7,48–51 The most general Landau functional for the
free energy density of a hastatic state with a spinorial
order parameter  as a function of pressure and temper-
ature is

f [ ] = ↵(Tc � T )| |2 + �| |4 � �( †�z )
2 (17)

and � = �(P � Pc) where P is pressure and the
term �( †�z )2 determines whether the direction of the
spinor, either along the c-axis or in the basal plane (cf.
Fig. 5a).
Experimentally the TAFM (P ) line is almost vertical,

indicating by the Clausius-Clapeyron relation that there
is negligible change in entropy between the HO and the
AFM states. Indeed these two phases share a number of
key features, including common Fermi surface pockets;
this has prompted the proposal that they are linked by
“adiabatic continuity”, associated by a notational rota-
tion in the space of internal parameters.20,48 This is eas-
ily accomodated with a spinor order parameter; for the
AFM phase (P > Pc), there is a large staggered Ising
f-moment with
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corresponding to time-reversed spin configurations on al-
ternating layers A and B. For the HO state (P < Pc),
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absence of a zero-point entropy in TURS. Exploiting the fact that an applied field restores

Fermi liquid behavior in TURS, we find that the field-dependent Fermi temperature TF (H)

scales linearly with field rather than the quadratic behavior expected for the 2CKM. Since

this technique does not depend on subtraction issues, it would be interesting to apply it to

various impurity systems previously found to display quadrupolar Kondo behavior5 where we

expect TF (H) ∼ H4 or TF (s) ∼ s2 where s is strain. Of particular interest is the quadrupolar

Kondo candidate14 PrxLa1−xPb3 for x ≤ 0.05 where no ZPE has been observed. Finally,

we would like to encourage more low-field and low-temperature measurements on TURS to

learn more about the nature of its underlying impurity fixed point.
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NSF NIRT-ECS-0608842 (P. Chandra) and DOE DE-FG02-99ER45790 (P. Coleman).

1 H. Amitsuka and T. Sakakibara, J. Phys. Soc. Japan 63, 736-47 (1994).

2 H. Amitsuka et al., Physica B 281 326-331 (2000).

8

“Hastatic” order.   

two channels

Kramers

(K=-1)

Γ7 |5f3,�i =  ̂†
�|0i

non-

Kramers

(K=+1)

Γ5 |5f2,↵i = �̂†
↵|0i

 ̂"  ̂#

|5f3,�ih5f2,↵| =  ̂†
��̂↵

�̂�
†�±

<latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit><latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit>

�̂�
†�±

<latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit><latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit>



hasta: spear (latin)

“Hastatic” order.   

Γ5

|5f3,�ih5f2,↵| =  ̂†
��̂↵

non-

Kramers

(K=+1)

Γ5 |5f2,↵i = �̂†
↵|0i

two channels

Kramers

(K=-1)

Γ7 |5f3,�i =  ̂†
�|0i

 ̂"  ̂#

�̂�
†�±

<latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit><latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit>

�̂�
†�±

<latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit><latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit>



hasta: spear (latin)

“Hastatic” order.   

Γ5

|5f3,�ih5f2,↵| �! h ̂†
�i�̂↵

non-

Kramers

(K=+1)

Γ5 |5f2,↵i = �̂†
↵|0i

two channels

Kramers

(K=-1)

Γ7 |5f3,�i =  ̂†
�|0i

 ̂"  ̂#

�̂�
†�±

<latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit><latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit>

�̂�
†�±

<latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit><latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit>



“Hastatic” order.   

Γ5

 =

✓
h "i
h #i

◆(“Magnetic Higgs Boson”)

|5f3,�ih5f2,↵| �! h ̂†
�i�̂↵

non-

Kramers

(K=+1)

Γ5 |5f2,↵i = �̂†
↵|0i

two channels

Kramers

(K=-1)

Γ7 |5f3,�i =  ̂†
�|0i

 ̂"  ̂#

�̂�
†�±

<latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit><latexit sha1_base64="mDlt7aQK0c5LhXKTalMVjrUzMvM=">AAAC5nicbZHLbtQwFIY9KZcy3KaFHRuLCokNo6QLYFnBphKbQWJopfEwchwnseKbbIfpyMqOPauKLa/A0yB28CY4Sak6KUey9Ov7z/FJ/KeaM+vi+Nco2rlx89bt3Tvju/fuP3g42dv/aFVtCJ0TxZU5TbGlnEk6d8xxeqoNxSLl9CSt3rb+yWdqLFPyg9touhS4kCxnBLuAVpN3qLvDp7ymjUcldmhm2cqjWmNj1LppUGkrpuGLeBonTEKUFfByBpOqQaRs+7VoVpOD0NQVvC6SC3Fw9Bh0NVvtjb6gTJFaUOkIx9Yukli7pcfGMcJpM0a1pToswQVdBCmxoHbpu+0NfBZIBnNlwpEOdvTqhMfC2o1IQ6fArrRDr4X/8xa1y18vPZO6dlSSflFec+gUbJ8QZsxQ4vgmCEwMC98KSYkNJi489BhJuiZKCCwzZLAPRxbdv1zhWeE/oQwXBTXbRlp5j9IcVs2A657rIT/r+dmA123/ZYTbu9fBytRa/jPHIbdkmNJ1MT+cvpzG70N+b/r8wC54Ap6C5yABr8AROAYzMAcE/AA/wW/wJ2LR1+g8+ta3RqOLmUdgq6LvfwF06vHu</latexit>

�̂�
†�±

<latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit><latexit sha1_base64="QkJQSulhL2yqTwOoTG6Mf1tUkuk=">AAAC6HicbZHLjtMwFIbdcBvCrQPs2FiMkNhQJbMAliPYsEEqEmVGqkvlOE5ixTfZDp3Kyo4XYIXY8go8zWzhRXCSCk0zHMnSr++c4z/xn2nOrEuSi0l07fqNm7cObsd37t67/2B6+PCTVY0hdEEUV+Ysw5ZyJunCMcfpmTYUi4zT06x+2/VPv1BjmZIf3VbTlcClZAUj2AW0nr5H/R0+4w1tPaqwQ3PL1h7laiOxMWrTtqiyNdPwRTJLUiYhykv4bwuTukWk6ja0aNfTozDUF7wq0p04OnkM+pqvDydfgxNpBJWOcGztMk20W3lsHCOctjFqLNXBBJd0GaTEgtqV791b+CyQHBbKhCMd7OnlDY+FtVuRhUmBXWXHvQ7+r7dsXPF65ZnUjaOSDEZFw6FTsHtEmDNDiePbIDAxLHwrJBU2mLjw1DGSdEOUEFjmyGAfjiz7f7nE89J/RjkuS2r2G1ntPcoKWLcjrgeux/x84Ocj3nTzjd5FuO+98Xv5xnHILR2ndFUsjmcvZ8mHkN+bIT9wAJ6Ap+A5SMErcALegTlYAAJ+gQvwG/yJ6uhb9D36MYxGk93OI7BX0c+/0mfy1Q==</latexit>

h i h i



“Hastatic” order.   

Γ5

 =

✓
h "i
h #i

◆(“Magnetic Higgs Boson”)

|5f3,�ih5f2,↵| �! h ̂†
�i�̂↵



“Hastatic” order.   

Γ5 gµBBz

Quasiparticles acquire the Ising anisotropy of the non-
Kramers doublet.

 =

✓
h "i
h #i

◆(“Magnetic Higgs Boson”)

|5f3,�ih5f2,↵| �! h ̂†
�i�̂↵

4

where the addition and subtraction of angular momen-
tum in units of 4~ is a consequence of the four-fold sym-
metry of the URu2Si2 tetragonal crystal. However, the
presence of a perfect Ising anisotropy requires an Ising
selection rule

h�±|J±|�⌥i = 0 (14)

that, in the absence of fine-tuning of the coe�cients an,
leads to the condition that �(Jz + 4n0) 6= (Jz + 4n)± 1,
or Jz 6= 2(n � n0) ± 1

2 , requiring Jz 2 Z must be an in-
teger. For any generic half-integer Jz, corresponding to
a Kramers doublet, the selection rule is absent so that
crystal fields mix the Jz states leading to isotropic mag-
netic properties. Within the five-parameter crystal-field
Hamiltonian of URu2Si2 , a simulated annealling search
yielded just one finely tuned 5f3 (Kramers) state with
nearly zero transverse moment, but the fit to single-
ion bulk properties was poor.47 In the tetragonal crys-
talline environment of URu2Si2 , such Ising anisotropy
is most natural in a 5f2 (J = 4) configuration of the
uranium ion, but doublets with integer J in general do
not enjoy the symmetry protection of their half-integer
(Kramers) counterparts. However in URu2Si2 a combina-
tion of tetragonal and time-reversal symmetries protects
a non-Kramers doublet

|�5± >= ↵|Jz = ±3 > +�|Jz = ⌥1 > (15)

that is quadrupolar in the basal plane and magnetic along
the c-axis, and it has been proposed as the origin of the
magnetic anisotropy in both the dilute and the dense
URu2Si2 ;40–42 this can be checked with a direct bench-
top test.47 In the hastatic proposal the Ising anisotropy
of the U 5f2 ions is transferred to the quasiparticles
via hybridization between integer J local moments and
half-integer J conduction electrons, and this mixing of
Kramers parity (K = (�1)2J) has important symmetry
implications.40,41

Conventionally in heavy fermion materials, hybridiza-
tion involves valence fluctuations between a ground-state
Kramers doublet and an excited singlet (cf. Fig. 4); in
this case, hybridization is a scalar that develops via a
crossover leading to mobile heavy quasiparticles. How-
ever if the ground-state is a non-Kramers doublet, the
Kondo e↵ect will involve an excited Kramers doublet (cf
Fig. 4). The quasiparticle hybridization now carries a
global spin quantum number and has two distinct am-
plitudes that form a spinor defining the hastatic order
parameter
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The onset of hybridization must break spin rotational in-
variance in addition to single- and double time-reversal
invariances via a phase transition; we note that optical,
spectroscopic and tunneling probes35–39 in URu2Si2 in-
dicate the hybridization occurs abruptly at the hidden
order transition in contrast to the crossover behavior ob-
served in other heavy fermion systems (cf. Fig. 4).

FIG. 4: Schematic of (a) conventional (scalar) vs (b) spinorial
hybridization where the hybridization is a) a crossover and
b) breaks spin-rotatinonal and time-reversal symmetries and
thus develops discontinuously as a phase transition.

III. HASTATIC ORDER ”HIGHLIGHTS”

We next summarize the main points of the hastatic
proposal,40,41 noting that the interested reader can find
further discussion with more details elsewhere. Hastatic
order captures the key features of the observed pressure-
induced first-order phase transition in URu2Si2 between
the hidden order and the Ising antiferromagnetic (AFM)
phases.7,48–51 The most general Landau functional for the
free energy density of a hastatic state with a spinorial
order parameter  as a function of pressure and temper-
ature is

f [ ] = ↵(Tc � T )| |2 + �| |4 � �( †�z )
2 (17)

and � = �(P � Pc) where P is pressure and the
term �( †�z )2 determines whether the direction of the
spinor, either along the c-axis or in the basal plane (cf.
Fig. 5a).
Experimentally the TAFM (P ) line is almost vertical,

indicating by the Clausius-Clapeyron relation that there
is negligible change in entropy between the HO and the
AFM states. Indeed these two phases share a number of
key features, including common Fermi surface pockets;
this has prompted the proposal that they are linked by
“adiabatic continuity”, associated by a notational rota-
tion in the space of internal parameters.20,48 This is eas-
ily accomodated with a spinor order parameter; for the
AFM phase (P > Pc), there is a large staggered Ising
f-moment with
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corresponding to time-reversed spin configurations on al-
ternating layers A and B. For the HO state (P < Pc),



Open Challenges.

QCPs:  Origin of C/T ~ Log(T0/T)? ρ ~ T? 

Co-existence heavy fermions & LM AFM = 
Two fluid behavior? [Supersymmetry? B/F]

HFSC: how is the spin incorporated into 
the condensate?  [Composite pairs?]

Hidden order (HO).  Origin of ISING qps? 
[1/2 integer spinor OP]

HO: complex MDW (multipolar density 
wave) vs Fractional spinor order.



Thank You!


